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ABSTRACT

A small Brazilian speech corpus was created for educational purposes to study a state-of-the-art speaker recognition system. The system uses the Gaussian Mixture Model (GMM) as a statistical model for speakers and employs the Mel-frequency cepstral coefficients (MFCC) as acoustic features. The results using clean and noisy speech are compatible with the expected results, showing that the bigger the mismatch between training and test conditions, the worse the results. The results also improve with the increase in the utterance length. Finally, the obtained results can be used as baselines to compare with other speaker statistical models created with different acoustic features in different acoustic conditions.
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RESUMO

Um pequeno banco de dados de língua portuguesa falada foi criado para fins educacionais no estudo de sistema básico de reconhecimento de locutor. O sistema emprega o modelo de misturas gaussianas (GMM) como modelo estatístico e Mel-frequency cepstral coefficients (MFCC) como atributos/características acústicas para modelagem de locutores. Os resultados obtidos empregando amostras de teste limpas (sem ruído) e ruidosas de fala estão de acordo com o esperado, quanto maior o descasamento entre as condições de treinamento dos modelos de locutor e as condições de teste, pior será o resultado encontrado. O comprimento das amostras de teste auxilia na melhora do desempenho do sistema. Finalmente, os resultados obtidos podem ser usados como referência para comparação com resultados empregando outros atributos acústicos ou outros modelos estatísticos para modelagem de locutor.
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Introduction

The term “corpus” was generally used to express a collection of text and audio data used in computer sciences and computational linguistics. One of the most famous collections is the Brown Corpus (Kučera & Francis, 1967), comprising American English text samples. Nowadays, a corpus is not restricted to computational linguistics and can indicate any collection such as Electromyography (EMG) (Diener et al., 2020), Electrocardiography (ECG) (Jyothi & Geethanjali, 2022), Electroencephalography (EEG) (Kuo & Lee-Messer, 2017), and video data (Zhang et al., 2021).

A speech corpus comprises utterances from both genders, recorded in neutral or emotional states and at different speeds. It is a fundamental part of speaker recognition research that aims to identify a subject from its unique utterances. With a corpus, a recognition system can be developed and further used in applications such as banking, forensics, security, real-time speaker recognition (Kinnunen et al., 2005), and emotional state recognition (Nassif et al., 2021). Although there is a lack of material in Brazilian Portuguese, there are initiatives to construct open Brazilian speech databases (Candido et al., 2023; Casanova et al., 2022; Leite et al., 2022; Paulino et al., 2018; Raso et al., 2012; Ynoguti & Violaro, 2008) that researchers can use.

In the speaker recognition task, the objective is to identify an unknown speaker out of $N$ speakers. Speakers are statistically modeled using acoustic features and employed to verify which model out of $N$ models probably generated a given test utterance. The most known feature for modeling is the Mel-frequency cepstral coefficients (MFCC) (Rabiner & Juang, 1993) and the state-of-the-art statistical model is the Gaussian Mixture Model (GMM) (Reynolds & Rose, 1995). The performance of the developed system depends on the test conditions. The greater the mismatch between training and test conditions, the worse the results. Additionally, the longer the utterance, the better the performance, but research has been conducted to improve the performance for short utterances (Liu et al., 2018).

This work presents a small Brazilian Portuguese speech corpus created for didactic purposes. Experiments on speaker recognition tasks, focusing on identifying the speaker in clean and noisy conditions, are developed to define recognition performance baselines and observe degradation due to noise. Thus, section “Corpus - Data Collection and Description” describes the corpus with statistics from the database. Section “Speaker Recognition Task” presents the speaker modeling with GMM and MFCC as acoustic features employed in the experiments. The following sections present the experimental setup, results, and discussions. In the final section, we conclude and give directions on future works.

Corpus - Data Collection and Description

This study was approved by the Federal University of Technology - Paraná Ethics Committee under protocol 83708018.5.0000.5547. Forty subjects (17 men and 23 women) between 18 and 60 years were asked to naturally read and speak 20 lists of 10 phonetically balanced sentences of Brazilian Portuguese. Individual recordings were done under supervision in a quiet environment. Sentence lists were taken from (Alcaim et al., 1992) which presents a study based on $\chi^2$ distance between phone distributions that are actually observed in Brazilian Portuguese language. Recordings were done by an Olympus WS-812 digital recorder in WAVE format, at 16 bits (stereo, PCM), with a sampling frequency of 44.1 kHz. The average recording length by subject, including recording errors and long pauses, was 15 minutes, and after editing, the average length by subject was 10.5 minutes (excluding recording errors and long pauses). The total corpus length was around 7 hours.

Figures 1 and 2 present some information and statistics about the corpus. In Figure 1, the correlation between the average recording time by list and the phone count by list indicates that the recording time is congruous with the list length. Figure 2 presents more information on the corpus’s average length by sentence, speaker, and gender. The average length of each spoken sentence in Figure 2(a) is consonant with the data presented in Figure 1. Figure 2(b) presents the spoken length by subject where black denotes men and white denotes female. Finally, Figure 2(c) presents the average length by gender, showing that the female group speaks slightly longer than the male group. The processed corpus on features data could be available upon contact with authors.
**Figure 1** - Speech duration by list and number of phones.

From "Frequência de ocorrência dos fones e listas de frases foneticamente balanceadas no português falado no Rio de Janeiro" by A. Alcaim et. al, 1992, Revista da Sociedade Brasileira de Telecomunicações, 7, 40–47.

**Figure 2** - Corpus statistics. (a) Average duration by phrase; (b) Average duration by speaker; and (c) Average duration by gender.
Speaker Recognition Task

The state-of-the-art speaker recognition task is based on the statistical models, the speaker model, and acoustic features. Figure 3 presents the general idea. For a given database, features are extracted and used to train speaker models, each corresponding to a different speaker. Once the models are trained, features are extracted from test samples and applied to the trained models. As a result, the recognized speaker is attributed to the speaker model, which would have generated the speech test sample. The process is discussed in the following.

**Figure 3** - Speaker recognition process.

Statistical Model - The Gaussian Mixture Model

A single Gaussian distribution can model problems described by a single variable, such as the height of people and dimensions of components manufactured by a company. However, for more complex problems, a single distribution gives a poor representation of the statistics of a data set. Figure 4 illustrates a case where a single Gaussian distribution cannot satisfactorily model the distribution. However, a good approximation can be obtained by associating three Gaussian distributions with different mean and variance.

**Figure 4** - Representation of an one-dimensional distribution of a hypothetical data set.

Generalizing the idea to a $D$-dimensional distribution, we have

$$
\mathcal{N}(\mathbf{x}|\mu_k, \Sigma_k) = \frac{1}{2\pi^{D/2} |\Sigma_k|^{1/2}} \exp\left\{ -\frac{1}{2} (\mathbf{x} - \mu_k) \Sigma_k^{-1} (\mathbf{x} - \mu_k)^T \right\},
$$

as the probability density function where $\mathbf{x}$ is a $D$-dimensional data vector, $\mu_k$ is the mean vector with dimension $D$, and $\Sigma_k$ is the covariance matrix with dimension $D \times D$. Finally, the Gaussian Mixture Model (GMM) is given by

$$
P(\mathbf{x}|\lambda) = \sum_{k=1}^{K} \pi_k \mathcal{N}(\mathbf{x}|\mu_k, \Sigma_k),
$$

which represents a weighted linear combination of $k$ probability density functions such that weights $\pi_k$ are restricted to

$$
\sum_{k=1}^{K} \pi_k = 1,
$$

and

$$
\lambda = \{\pi_k, \mu_k, \Sigma_k\} \text{ for } k = 1, \ldots, K. \tag{1}
$$

In equation (1) $\lambda$ represents the GMM parameters (Bishop, 2006).
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**Speaker Model**

Let each utterance be represented by a sequence of acoustic feature vectors $\mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_t, \ldots, \mathbf{x}_T]$, where $\mathbf{x}_t$ denotes the acoustic feature vector of frame $t$. The speaker recognition task can be accomplished by computing

$$\arg\max_s \{ P_r(\lambda_s|\mathbf{X}) \} ,$$

where $P_r(\lambda_s|\mathbf{X})$ is the *a posteriori* probability of a known observation data set $\mathbf{X}$ was generated by a speaker $s$. This probability is not directly computable, but using Bayes’ theorem, we have

$$P_r(\lambda_s|\mathbf{X}) = \frac{p(\mathbf{X} | \lambda_s) P_r(\lambda_s)}{p(\mathbf{X})},$$

where $p(\mathbf{X} | \lambda_s)$ is the likelihood that observation $\mathbf{X}$ came from a speaker $\lambda_s$, $p(\mathbf{X})$ is the probability density function of the observations, and $P_r(\lambda_s)$ is the *prior* probability of a speaker $s$ modeled by $\lambda_s$ in a set of speakers. In the studied case,

$$P_r(\lambda_s|\mathbf{X}) \propto p(\mathbf{X} | \lambda_s),$$

(2)

because observations $\mathbf{X}$ are equally probable to be generated by any speaker, and all speakers are equally probable *a priori* to generate $\mathbf{X}$.

From equation (2), the speaker $s$ recognition problem is to determine the model $\lambda_s$ that probably generate observations $\mathbf{X}$. Lastly, the well-known Expectation-Maximization (EM) algorithm (Dempster et al., 1977) estimates parameters $\lambda_s = \{ \pi_s, \mu_s, \Sigma_s \}$ of each speaker $s$ to create the speaker model $p(\mathbf{X} | \lambda_s)$. Thus, a speaker $s$ can be associate to a speaker model represented by the GMM on equation (1).

**Acoustic features**

A feature tries to give a non-redundant and compact representation of information. A simple example is the analysis of one second of a pure harmonic component sampled at 16 kHz. In the time-domain, 16 thousand samples should be stored and analyzed, but in the frequency-domain all information is resumed into three features: amplitude, phase, and frequency, resulting in 99.98125 % of data compactness.

Mel-frequency cepstral coefficients (MFCC) is a popular and standard acoustic feature chosen for use in the experiments. MFCC can be obtained by applying to a signal: segmentation into frames, pre-emphasis, windowing, Discrete Fourier Transform (DFT), log-magnitude, Mel-scale filtering, Discrete Cosine Transform (DCT), and liftering. Cepstral Mean Normalization (CMN) can be applied to reduce noise effects. Additionally, the logarithm of the frame energy (logE) and first-order and second-order derivatives of the features, known as dynamic features, denoted as $\Delta$ and $\Delta\Delta$ can be included as support features.

**Experiments**

Preliminary experiments were conducted on the proposed speech corpus where GMM was used as the speaker model and MFCC, logE, and its dynamic features were used as acoustic features. The speech corpus was split into two datasets, 80 % in the training dataset and 20 % in the test, with no overlap between datasets. All speaker models were trained with clean speech. Acoustic feature extraction, GMM model training, and tests were performed using Matlab (Mathworks, 2024). GMM as speaker models were modeled with the following number of Gaussian components: 1, 2, 4, 8, 16, 32, 64, 128, and 256. The following features associations were tested:

- MFCC only (13 features);
- MFCC and logE (14 features);
- MFCC, logE, $\Delta$MFCC, $\Delta$logE (28 features); and
- MFCC, logE, $\Delta$MFCC, $\Delta$logE; $\Delta\Delta$MFCC, $\Delta\Delta$logE (42 features).
Tests were performed on clean speech and noisy speech to observe the performance of the speaker recognition system. Noisy data were artificially generated using Additive Gaussian White Noise (AWGN) on clean speech considering signal-to-noise ratio (SNR) from -20 to +40 dB with 5 dB steps. Experiments on clean speech have the objective of observing recognition rate baselines. Noisy tests are performed to verify the effect of the mismatch between training and test conditions compared to clean speech case.

Results and Discussions

Experiments on clean speech verify the recognition rate performance by varying the spoken sentence length and the number of Gaussian components. In noisy speech, the performance is verified by increasing the spoken length at different SNR levels.

Recognition rate by spoken length on clean speech

Figures 5(a)-(d) show the recognition rate by increasing the spoken duration from 0.25 to 1.25 seconds (s) in steps of 0.25 s considering only MFCC, MFCC+logE, MFCC+logE+Δ, and MFCC+logE+Δ+ΔΔ feature sets, respectively. Generally, increasing the length and the number of Gaussian components improves the recognition rate because it is more likely that distinct characteristics of the speaker are considered in the recognition process, reducing ambiguity. Additionally, the longer the sentence with voiced active sections, the shorter the silence and pause sections will be. Thus, more information is used to make a decision.

Figure 5 - Recognition by speech length on clean speech: (a) only MFCC; (b) MFCC+logE; (c) MFCC+logE+Δ; and (d) MFCC+logE+Δ+ΔΔ
The performance of a GMM using dynamic features can be observed in Figures 5(c)-(d) by testing MFCC+logE+Δ and MFCC+logE+Δ+ΔΔ sets. By adding dynamic features a more complete and complex model is generated, which is dependent on the utterance length, that is, the recognition rate is enhanced with the increase in utterance length. In the same way, by increasing Gaussian components, unpredictable results for short utterances turn out to be trustful with the length increasing. At last, the acceptable spoken length will define the trade-off between the complexity of the system and the desired recognition performance. For a low complexity system, a long spoken sentence will be needed, while for a high complex, a short sentence will be required.

**Recognition by Gaussian Components on clean speech**

Figure 6 presents the recognition performance using full sentence length. There is an improvement in the recognition rate by increasing Gaussian components, which is similar to what was observed in Figure 5. The contribution of dynamic features is evident when considering a low number of densities. Recognition results are expected to reach high performance as the number of densities increases because recordings were done in controlled conditions. A recognition rate higher than 97 % is obtained, compared to Figure 5, because there was no restriction on the length of the utterance. Observing MFCC and MFCC+logE curves, including logE as a feature improves the recognition rate. Including Δ and ΔΔ shows some improvements when using a small number of densities. Apparently, including Δ and ΔΔ gives the wrong idea that it does not provide significant gain over MFCC+logE case for higher number of densities. However, if tests are in noisy conditions, dynamic features improve results.

**Figure 6 - Recognition by increasing the number of Gaussian components**

**Performance on Noisy Conditions**

Figures 7 and 8 present the recognition performance in noisy conditions taking short test utterances of 0.25 s, and all long utterances, respectively. The performance is highly deteriorated for low SNR levels, regardless of the number of Gaussian components, the feature set, or the utterance length. Slightly improvement starts at +5 dB and increases with the SNR level. In Figures 7(a)-(d), feature sets for short utterance length, the maximum recognition rate at +40 dB is around 70 % and is not so dependent on the number of Gaussian components. Feature sets do not consistently perform well even with high SNR, which shows that noise can compromise the classification of the correct speaker in short utterances. However, increasing the utterance length results show a sigmoidal-shaped response, as seen in Figures 8(a)-(d), whose stationary phase reaches more than 99 % of recognition. This behavior matches what was discussed in the clean speech case, that is, by increasing the utterance length, it is more likely that speaker information is considered in the recognition, thus improving the results even in noisy conditions.

Noise in the test samples implies a mismatch between training and test conditions. The higher the SNR, the lower the mismatch, which means performance tends to reach the clean speech case. Decreasing the SNR level increases the mismatch, so the results worsen. It is worth noting that CMN was used in the training phase, which helped to reduce the mismatch. Without CMN recognition rate, the performance does not tend to the clean speech case even at +40 dB.
Figure 7 - Recognition on noisy conditions considering 0.25 s of speech and different features associations

Figure 8 - Recognition on noisy conditions considering total spoken length and different features associations
Conclusions

In this work, a small Brazilian Portuguese speech corpus was created to develop a speaker recognition system based on GMM using MFCC and its dynamic features as acoustic features. Clean speech for short and long utterances was tested, establishing system baselines. Noisy test data was artificially generated to observe performance on trained GMM models with clean data. Results were compatible with the expected mismatch between training and test conditions. Finally, the created framework can be used for more research, such as evaluating under reverberant or other noisy conditions.
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