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ABSTRACT
The modeling of human faces is an integral part of a variety of computer applications, from animation
and entertainment programs to security and facial recognition apps. This paper presents an alternative
method that, given a photo as input, extracts a set of landmarks, anatomical points extracted from a human’s
face, modifying a triangular polygonal mesh using principles of computer graphics so that it resembles the
face whose characteristics have been extracted without requiring additional input from the user. After the
creation of the initial mesh, this method, implemented in Python for testing purposes, utilizes principles of
three-dimensional mesh modeling such as the use of δ-coordinates to allow the user to perform controlled
modifications in the mesh by moving the landmarks. The meshes generated by this method maintain the
format and colors of the original face, extracted from the photo offered as input, with tests showing the
resistance of the mesh to deformation, as well as corroborating that there is little to no effect on the speed of
how modifications are performed based on the degree of the vertex or by how much it is moved.
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RESUMO
A modelagem de faces humanas é parte integral de uma gama de aplicações computacionais, de animações e
entretenimento até programas de segurança e reconhecimento facial. Este artigo apresenta uma alternativa de
método que, dado uma foto como entrada, extrai um conjunto de pontos importantes, referentes a pontos
anatômicos extraídos de um rosto humano específico, modificando então uma malha tridimensional triangular
através de princípios de computação gráfica de forma que esta malha poligonal se assemelhe ao rosto cujas
características foram extraídas sem que sejam necessárias mais informações ou comandos do usuário. Após a
criação da malha inicial, este método, implementado em uma instância de teste em Python, utiliza princípios
de modelagem tridimensional de malhas como o uso de δ-coordenadas para permitir a modificação de uma
malha inicial de forma controlada a partir de informações recebidas como entrada. As malhas geradas por
este método mantém o formato e as cores do rosto base, extraídas da foto utilizada como entrada, com
testes verificando a resistência da malha à deformações e verificando que o tempo de processamento das
modificações realizadas possuem pouca ou nenhuma dependência ao grau do vértice modificado ou do
tamanho da modificação realizada.

palavras-chave modelagem tridimensional, faces humanas, landmarks, pontos, computação gráfica

1PhD Student, ICMC, USP, São Carlos, São Paulo, Brazil. pedro.regattieri.rocha@usp.br
2Professor, ICMC, USP, São Carlos, São Paulo, Brazil. jbatista@icmc.usp.br

Semin., Ciênc. Exatas Tecnol. 2024, v.45: e48505 1

https://www.doi.org/10.5433/1679-0375.2024.v45.48505
mailto:pedro.regattieri.rocha@usp.br
https://orcid.org/0009-0004-6702-7408
https://orcid.org/0000-0003-1745-1177


Rocha, P. R; Neto, J. E. S. B.

Introduction
Polygonal meshes are a versatile tool of computer graphics, allowing a bidirectional non-oriented graph to
describe a geometric form through the position of its vertices and their connections, as described in Botsch
et al. (2007).
One form that can be described by polygonal meshes is the human face. Facial Modeling serves as the

basis for various applications, from facial recognition and reconstruction according to Kittler et al. (2016),
to artistic rendering or the creation of avatars in social applications. Some applications can create a set of
three-dimensional models based on two-dimensional images. For example, in a study by Afzal et al. (2020)
they were able to extract characteristics and depth data to generate a set of three-dimensional images from a
single original image.
Anatomical traits such as the size, shape and arrangement of common features, such as the eyes, nose and

mouth, ensure that the face of two different humans will differ between each other (Richmond et al., 2018).
Consequently, the facial meshes generated from these faces will also differ. However, using techniques such
as linear differential coordinates and the continuous Laplace–Beltrami operator (Lipman et al., 2004; Sorkine,
2006), we are able to alter the positions of the vertices without changing the existing edges (Soares, 2007).
This way, a basic mesh with a preset layout of edges can be used to, after modeling the features unique to
each person, singularly represent each of these different people.
The Laplace-Beltrami operator enables the smooth propagation of changes made to a vertex to its neighbors,

allowing users to modify a mesh without altering the configuration of neighboring points. The resulting
changes differ from what might happen if an point-cloud based algorithm (Xian-Feng et al., 2017) is used, as
point-clouds are groups of points in space with no edges between them and instead each point of the cloud
represents a measurement on a object’s surface.
Likewise, the use of a generic face model that is morphed to adapt to a sample can be seen in studies such

as the one performed by A-Nasser et al. (2009) where a generic model is aligned with a image for duplication
using three points. The triangular mesh model is then deformed using data from features extracted from the
sample to improve similarity to the original. This technique can be expanded to the whole human body, as
shown by Zhang and Xiao (2021) creating a three-dimensional mesh of a body based on a single image using
flexible mesh deformation, going so far as to include details of the clothes being worn in the sample pictures.
Allowing generic models to morph into any specific face means that input can be standardized.
We propose a method that combines elements of these different approaches to mesh editing. Given a photo

of a human face used as input, extracts features from this photo to generate a triangular polygonal mesh of
the face while maintaining color information. Afterwards, modifications can be performed on the position
of any individual vertex, which will be distributed to neighboring vertices while maintaining the structural
integrity of the mesh. After these changes, the effect on adjacent points is calculated, and a new version of
the mesh will be created, reflecting those changes.
After implementing the proposed method, we test the robustness of the meshes, the speed of the creation

process, and the calculations after moving a vertex and if the new mesh has peculiar deformations that are
not smoothed among neighbors, as any peaks on a face without a gradual rise would be unnatural.
In the following, we describe the implementation of the proposed method in Materials and methods,

Discuss the results, and finally present our Conclusions.

Material and methods
The proposed method is divided in four main steps, as shown in the flowchart presented in Figure 1.

Figure 1 - Flowchart of the proposed method.
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First, we extract landmark data from a photo used as input by the user. Obtaining this data, we create a
triangular mesh by using the position and color information of these points. After the mesh has been created,
we allow the user to modify any given vertex in the mesh by giving it an offset from its current position in
the x, y and z axes. If a vertex is edited, we recreate the mesh by adjusting the position of the vertex and
adjusting the rest of the mesh, and the user may then edit another vertex.
For the purposes of the method, letM = (V,E,F) be a polygonal mesh described byV, a set of vertices

in three dimensional space; E, a set of edges between the members of V and F, the set of faces ofM
described byV and E.M can be categorized by the shapes of F. For example, if the shapes are triangles,
the mesh is a triangular mesh.

Mesh creation

The only material required for the initial step of the proposed method is a photo of a human face. With
the tools available in MediaPipe “Face Mesh” (Google, 2019), we are able to extract a set of 468 relevant
three-dimensional landmarks from the photo as seen in Figure 2.

Figure 2 - Example of the Landmarks displayed on a face.

The landmarks, shown in Figure 2 as red dots, have a position in the x and y axis between 0 and 1, similar
to the corners of a square of area 1. The position on the z axis, however, is negative, as the origin of the
system is at the point where the digital camera which is used to infer depth from the two-dimensional photo
is positioned. These positions are inferred through the use of two deep learning neural networks that work in
tandem: one detects the landmarks on the face, while the other predicts the three-dimensional surface of the
face, even if it is not completely visible. With the coordinates for all vertices in three-dimensional space, we
shall use these 468 points as ourV set. Algorithm 1 details how landmarks are extracted from a photo.

Algorithm 1 Landmark extraction pseudocode
1: function landmarkExtraction(path)
2: Initialize: vx, vy, vz, V , colordata
3: Import libraries for face mesh detection
4: face_mesh← FaceMesh(static_image_mode=True)
5: img← image read from path
6: get img width and height
7: get pixel_values from img
8: results ← img processed using face_mesh with
RGRGB conversion

9: landmarks← results.landmarks
10: for each landmark in landmarks do:
11: x = get x-coordinate of the landmark
12: y = get y-coordinate of the landmark

13: z = get z-coordinate of the landmark
14: append x to vx; y to vy; z to vz and [x, y, z]

RGRG to V list
15: relative_x = calculate relative x-coordinate

RGRG within the image
16: relative_y = calculate relative y-coordinate

RGRG within the image
17: append pixel value at (relative_x, relative_y)

RGRG to colordata list
18: end for
19: return landmarks, vx, vy, vz, colordata, V
20: end function
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Using the edge list provided by Face Mesh as our set E, along with RGB color information extracted from
the pixels occupied by the landmarks in the photo, we can color the new mesh according to the input. We
are able to create a meshM based on the face in the photo, as shown in Figure 3, by first calculating the
members of set F, which will remain static regardless of how many times the mesh might be modified, and
then using the current spatial information of setV alongside the color data extracted from the photo.

Figure 3 - Example of Initial Mesh, based on the photo in Figure 2.

Mesh editing

After the creation of the meshM, the user is allowed to modify the position in three-dimensional space
of any given vertex of V. To allow this process to happen without severing the edges of E, we use the
Laplace-Beltrami operator, a differential second order operator defined as the divergence of the gradient of a
function. In Euclidean space, the Laplacian is given by the sum of the pure second derivatives of the function
in respect to each of the independent variables, allowing operations defined in sub-varieties in Euclidean
space (Sorkine, 2006).
The Differential Coordinate, also called a δ-coordinate, of a given vertex vi of V, is defined as the

difference between the Cartesian coordinate of vi and the center of mass of its immediate neighbors, vj .
The formula for the δ-coordinates of a given vi, in terms of the number ofNj of neighbors j of vertex i

and the Cartesian coordinates of each of its neighbors vj (Sorkine, 2006), is given by equation (1):

δi = (δi(x), δi(y), δi(z)) = vi −
1

Nj

∑
j∈N(i)

vj , (1)

where δi are the delta-coordinates of vi, δi(x), δi(y) and δi(z) are each of its axes and
∑

j∈N(i) is the sum
of the neighbors of vi.
As the meshM is the piecewise-linear approximation of a smooth surface (i.e. a human face), we can

consider the δ-coordinates as the discretization of the Laplace-Beltrami operator. Based on that, we can
rewrite the δ-coordinate vector as given in equation (2):

δi =
1

Nj

∑
j∈N(i)

(vi − vj). (2)

The transformation of the vector of Cartesian coordinates into the δ-coordinates vector can be represented
in matrix form. GivenAdj the adjacency matrix ofM, a square matrix of n× n elements in which each cell
Adjij of the matrix has a value of 1 if there is an edge in E that connects vertex i to vertex j, or 0 otherwise.
Naturally, the main diagonal ofAdj is composed by zeros as a vertex cannot be its own neighbor.
Next, we define the diagonal matrixD in which each element ofDii is the degree of the vertex i, that

is, the number of neighbors that vertex has. The matrix L, which represents the transformation matrix of
Cartesian coordinates to differential coordinates is given by equation (3):

L = I−D−1Adj, (3)
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where I is the identity matrix, D−1 is the inverse of matrix D and Adj is the adjacency matrix. The
topological Laplacian of theM mesh is the symmetrical version of L, Ls, which is simpler to calculate than
L. Equation (4) gives the formula for Ls

Ls = D−Adj. (4)

As such, each cell can be calculated as Lsij = Nj , if i = j, Lsij = -1, if there is an edge between i e j, and
Lsij = 0 otherwise.

From the topological Laplacian, the δ-coordinates can be obtained from the Cartesian coordinates by
multiplying Ls by each of the three dimensions of the meshM, e.g. the x coordinate in equation (5):

Lsx = δ(x). (5)

After performing the desired transformations, it is necessary to convert the δ-coordinates back into
Cartesian coordinates. However, it is not possible to simply perform the inverse procedure as x = Ls−1δ(x)

is undefined, same for the y and z axis. This happens because both L and Ls are singular and the differential
coordinates are invariant to translation. To perform the transformation, it is necessary to fix the position
of one or more vertices that will serve as anchors. We append the identity matrix of these anchors to Ls,
creating L, and append the absolute position of these anchors to the end of the vector of δ-coordinates in
such a way that for each axis the equation (6) describes (e.g. the x axis):

Lx = (δ(x) · c(x)′), (6)

where x is the vector that has the new positions in the x axis of Cartesian space and δ(x) · c(x)′ is
the concatenation of δ(x) with the transposed vector containing the absolute position of the anchors in
the x axis.

Finally, we append the vertex we are editing, both its identity to L and its new position to the δ-coordinate
vector, such as the final equation (7) that must be solved for each axis in editing is

(Ls · Ic · Ie)x = (δ(x) · c(x)′ · e(x)′), (7)

where Ls · Ic · Ie are Ic and Ie appended to Ls and e(x)′ is the transposed position of the edited vertex. This
yields the new positions in Cartesian space of the vertices. The use of δ-coordinates allows the quick and
robust editing of the mesh, resisting deformation and maintaining our E set without requiring new edges or
breaking old ones. Algorithm 2 details the mesh editing process.

Algorithm 2Mesh editing pseudocode
1: function find_vector(matrix, target_vector)
2: Compute pseudoinverse of matrix
3: solution← pseudoinverse × target_vector
4: return solution
5: end function
6: function meshEdit(V , editvertex, editoffset)
7: initialize newx, newy and newz
8: get x, y and z by extracting each axis of V
9: δ(x)← Ls · x
10: δ(y)← Ls · y
11: δ(z)← Ls · z
12: randomly selects two distinct anchor, anchor1 and

RG anchor2 for editvertex

13: create b, an indicator vector for anchor1
14: create c, an indicator vector for anchor2
15: create e, an indicator vector for editvertex
16: L← [Ls b c e]

17: append all three of anchor1, anchor2, and
RG editvertex positions to each of δ(x), δ(y), δ(z)

18: Find newx, newy and newz:
19: newx = find_vector(L̄, δ(x))
20: newy = find_vector(L̄, δ(y))
21: newz = find_vector(L̄, δ(z))
22: return newx, newy, newz
23: end function
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Results and discussion
During testing, the steps followed were: first, a photo of a human face was supplied, so that the landmarks
could be extracted and the initial mesh generated. Second, a series of modifications were performed on vertices
in the mesh, with the time needed for matrix operations recorded to verify which factors could impact them.
During each test, three vertices were randomly chosen, however, each was from a specific pool, determined

by their degree. First, a vertex of degree 3, the smallest degree in the mesh. Second, a vertex of degree 6, the
mode of the mesh. And finally, a vertex of degree 8, the maximum of the mesh.
A picture of the author was used as input, which returned an initial mesh, as shown in the example of

Figures 2 and 3. The extraction of landmarks from the photo as well as the initial modeling of the mesh were
both individually timed across tests.
Afterwards, the process of editing the mesh through the use of δ-coordinates is used six times. During

the first three edits a lesser value is used compared to the second round of edits, with an offset given of
(−0.005, −0.005, −0.005). These values have been chosen arbitrarily and are rather tame as, in the x and y
axes, 0 corresponds to minimum width or height and 1 corresponds to the maximum, while for the z axis it
corresponds to the distance to the virtual camera, with a lesser number being further away.
As edits stack on top of one another, these changes are performed sequentially, with a mesh being recreated

from the edited vertices at the end of the third edit, performed on the vertex of degree 8.
Figure 4 shows the mesh from Figure 3 after these minor edits. Albeit the mesh has been edited, to the

naked eye it might be hard to detect changes to the mesh as it resists the deformation and keeps the same
basic shape. As such, a second battery of edits is performed on the same vertices, both to test if there are
issues performing edits on the same vertices repeatedly as well as to make more drastic changes to the mesh,
to serve as an illustration to these edits.

Figure 4 - Intermediate mesh from a test, with the three chosen vertices edited the same small amount.

Once again the same three vertices are edited, however, instead of the previous values of (−0.005,−0.005,
−0.005), a value of (0.1, 0.1, −0.1) is given to each vertex. These changes, while still discretionary, are
about 20 times greater than the previous edit, which, as a result, have a greater effect on the mesh. These can
be seen in Figure 5.

Figure 5 - Final mesh from one of the tests, with the three chosen vertices edited twice.
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All six edits performed during each test were individually timed as well, to see if the degree of the vertex
or the amount it is edited has any impact on the processing time of the matrix operations. These results,
alongside the previously recorded times, are compiled for two reference tests, labeled Test 1 and Test 2 in
Table 1.

Table 1 - Time required, in seconds, for each task in each of the two presented tests.

Task Test 1 time (s) Test 2 time (s)
Landmark Extract 0.218 0.214
Initial Generation 0.003 0.007
Degree 3 edit 0.399 0.362
Degree 6 edit 0.364 0.389
Degree 8 edit 0.366 0.401

2nd Degree 3 edit 0.393 0.363
2nd Degree 6 edit 0.387 0.374
2nd Degree 8 edit 0.384 0.584

Discussion

Of the mesh images from test one, Figure 5 in particular illustrates how the meshes resist deformation. Instead
of each of the three vertices spiking out from the mesh, their neighbors are dragged along with them, giving
both the mouth and the nose a lopsided appearance.
Additionally, the Table 1 results show that, regardless of the degree of the vertex or the displacement

generated by the edit, edits take on average between 0.35 seconds to 0.4 seconds. The one outlying result,
the second edit of the degree eight vertex of the second test, being a result of a lag spike in the simulator.
Even in results that did not experience any abnormal activity, there were no clear trends like a vertex with a
higher degree taking more or less time to be edited or smaller edits being processed faster.
It should be noted that the created meshes can be placed and moved in a scene with a directed source of

light, and thus intensity of color and rotation are both freely manipulated.
One thing that should be noted is that the original layout of landmarks around the human face has a distinct

oval shape. However, as both the canonical model used to create the mesh is round and the mesh itself is
bounded in a square around the x and y axes, the mesh ends up taking a rounded shape. This is a constraint
of the implementation, not of the method itself.
Regardless, the implementation of the method has found some issues which can be improved upon, such

as changing the shape of the base mesh to a more oval shape, increasing the number of vertices on the mesh
to improve resolution.
Although it was not the focus of the research, the implementation of a basic user interface might help

users interact with landmarks dynamically, instead of having to send offset values to a vertex in the mesh.
As for the method itself, there are some possible venues for future research, such as the creation of a

vertical symmetry axis by pairing certain landmarks together, such that when a feature is edited in one side
of the face, changes will be mirrored on the other side of the face.
Likewise, by comparing the length of the edges of set E, we can assign weights to edges based on the

distance between neighbors, altering equation (2). This would allow neighbors of the same vertex to be
affected differently by changes on that given vertex, depending on how close they are. For example, if the
very tip of the nose were to be modified, a landmark closer to the tip of the nose might be more affected by a
change than one at the upper lip. These weights can be modeled using static weights values, increased weight
by degree of the vertex or by considering the distance between two vertices at the start of the editing process.

Conclusions
The meshes generated by the proposed method provide an alternative for spreading modifications across a
mesh when a landmark in the face is modified. The number of connected landmarks allow the user to study
how small changes in one or several vertices compound to move facial structures such as the mouth or nose.
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These meshes preserve their original edges and resist deformations due to the characteristics of the δ-
coordinates. Changes are spread across the surface of the mesh from any chosen vertex, with the speed
at which the calculations are performed being unaffected by the intensity of the change or by the chosen
vertex’s degree. The matrixD andAdj, and by result Ls, are sparse, so matrix operations are not as costly or
time costly as more densely populated matrices. The proposed method has also presented consistent results
timewise, regardless of the size of each change made, and thus can be used for larger scale editing.
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