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ABSTRACT
ENEM measures the ability and knowledge of students who are in high school or have already completed it. Withthe scores obtained in the exam, the student can enroll in SISU, which is one way to enter public universities. Duringpandemic, the planning of schools, mainly public, was affected so that many students gave up taking the ENEM in 2020.To identify the profile of those enrolled in ENEM and verify which portion was most affected, this research analyze theirsocial inequalities using data from ENEM 2019 and 2020 and machine learning methods. The methodology is basedon cluster analysis whereK-Means was applied and on performance classification where Random Forest,K-NearestNeighbors, and MultiLayer Perceptron were used, and SelectK-Best was used to select features. The results of thegrouping generated two groups, one composed of subscribers with lower financial conditions and another with greaterones. In the classification, the MultiLayer Perceptron obtained an accuracy of 85.18% for 2019 and 83.63% for 2020.The results showed that the proposed methodology was able to identify the differences between the subscribers andclassify their performance.
keywords ENEM, machine learning, pandemic, social inequalities
RESUMO
O ENEM mede a capacidade e conhecimento dos estudantes que estão no ensino médio ou já concluíram. Com as notasobtidas no exame, o estudante pode se inscrever no SISU que é uma das formas de entrar nas universidades públicas.Durante a pandemia, o planejamento das escolas, principalmente as públicas, foi afetado de forma que muitos estudantesdesistiram de realizar o ENEM em 2020. Para identificar o perfil dos inscritos no ENEM e verificar qual parcela foi maisafetada, esta pesquisa analisa as desigualdades sociais usando dados do ENEM 2019 e 2020 e métodos de aprendizadode máquina. A metodologia se baseada na análise de agrupamento, ondeK-Means foi aplicado, e na classificação dedesempenho, onde foram utilizados Random Forest,K-Nearest Neighbors e MultiLayer Perceptron, e o SelectK-Bestfoi empregado para selecionar características. Os resultados do agrupamento geraram dois grupos, um composto porinscritos com menores condições financeiras e outro com maiores condições. Na classificação, o MultiLayer Perceptronobteve uma precisão de 85,18% para o ano de 2019 e 83,63% para 2020. Os resultados mostraram que a metodologiaproposta conseguiu identificar as diferenças entre os inscritos e classificar seu desempenho.
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Introduction
The National Secondary Education Examination (Exame
Nacional do Ensino Médio - ENEM) was created by the
Ministry of Education (MEC) in 1998, with the aim of
measuring the ability and knowledge of students who
have completed or are still in secondary education. The
ENEM is submitted by MEC to help the school build
student learning. Since its inception, ENEM has aimed
to be more than just a diagnostic assessment of the por-
trait of Brazilian education, but also to lead individu-
als to make choices according to their abilities. In addi-
tion, it is used as a complementary or substitute exam for
other exams to enter the job market and higher education
(Santos, 2011).
Currently, ENEM has been used for other purposes,

such as qualifying and attributing a similarity of learning to
secondary education, serving as a requirement to provide
scholarships and support to finance undergraduate courses
on private networks. The ENEM, due to the particularities
pointed out, makes countless students plan to enter higher
institutions through it (Viggiano & Mattos, 2013).
In 2009, ENEM gained another proportion with the cre-

ation of the Unified Selection System (Sistema de Seleção
Unificada - SISU). Before, the test had 63 questions in
one day, but it was modified, now having 180 questions
divided into two days, with mandatory writing (Viggiano
& Mattos, 2013).
SISU was created with the aim of reducing expenses

with tests of dispersed selections, as well as reducing the
number of inactive vacancies. It allows the democratiza-
tion of entry into higher education and the expansion of
students’ geographic mobility. Actually, most universities
began to use the SISU completely or partially as an en-
trance exam. Through SISU, a "matching mechanism" is
carried out by candidates, in which candidates check the
vacancies available at each university and their chances
of approval (Ariovaldo & Nogueira, 2018). As a result of
this fact, an increase in the number of registrants present
at ENEM even occurred in 2020, when, because of the
pandemic, many gave up taking the test.
In the context of the pandemic, which resulted from

coronavirus (Sars-CoV-2), and the interruption of face-to-
face classes in the Brazilian national territory, the students
were caught up in impatience, suffering, and insecurity.
All planning had to be redone in Brazilian public schools
throughout the COVID-19 pandemic because structurally
there was a need for electronic equipment and profession-
als prepared for digital media. However, there was a lack
of internet to allow students to interact. These factors
constituted barriers and distancing from the proposal of
remote education in the pandemic as a preparation for
students for ENEM (Cristo, 2020).

Therefore, it can be observed that analyzing ENEM
data can provide insights into the performance of students
in the exam and the impact of the socioeconomic situation
on it. To assess whether the pandemic contributed to a
decrease in the scores of people with lower income or even
caused them to give up taking the exam.
Because the ENEM database contains a large amount

of information, performing global analysis and crossing
the data visually becomes unfeasible. To work around
this situation, machine learning techniques can be used to
automate this task and generate results that allow eval-
uation of the differences and similarities between the
participants.
In this context, the objective of this work was to an-

alyze the profile of people who took the ENEM 2019
and 2020 tests, based on their performance. From this,
we identified the possible influence of the pandemic sce-
nario through characteristics that indicate social inequal-
ity. This analysis was performed using machine learning
methods.
Related works

Several researchers have studied the identification of social
inequalities in ENEM. In these works, analysis is carried
out and tools are proposed in the context of Data Mining
to understand the problem and seek solutions to predict
the results.
Silva et al. (2014) conducted a study on ENEM 2010 on

the socioeconomic data of students in the Southeast region
of Brazil. The Apriori algorithm was used to discover
patterns from the obtained results. The results indicate
that 53% of students who completed high school in public
schools, had grades below average. In addition, if the
parents studied only up to the first grade, the students
grades tended to be below average.
In the Gomes et al. (2017) study, the ENEM 2013 and

2014 bases for the Northeast region and the state of Per-
nambuco were considered. In data mining, the Weka soft-
ware was used with the Apriori algorithm to discover the
connections within the database. The results obtained
showed that female students converge to minimum and
average notes. In addition, there is a considerable link
between public school students in candidates household
income and their performance in exams.
Simon and Cazella (2017) used the ENEM 2015

database to create a model to predict student performance
in the natural sciences test and its technologies based on
the j48 decision tree algorithm. The algorithm was able to
predict 77.02% of the samples correctly out of 15998 sam-
ples. The most important variables for prediction were
the type of school and the socioeconomic level of the
students.
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Stearns et al. (2017) applied the AdaBoost and Gradi-
ent Boosting regression algorithms with Particle Swarm
Optimization to predict the performance of ENEM 2014
inscribes. Socioeconomic information was used as input
data. Gradient Boosting was the algorithm that obtained
the best results, having a Mean Absolute Percentage Error
(MAE) of 65.90 and a R-Squared (R2) of 0.35.
The work by Alves et al. (2018) discusses the use of

the Naive Bayes and J48 algorithms through the Weka
software to predict the performance of students in the
Mathematics and its Technologies test through the ENEM
2015 database, using the J48 algorithm, obtaining an ac-
curacy of 71.9%. Therefore, the attributes that resulted in
the greatest impact for the algorithms were:
i) DEPENDENCY_ADMINISTRATIVE;
ii) INDICATOR_DE_LEVEL_SOCIOECONOMICO;
iii) CATEGORIZATION_RATE_DE_PARTICIPATION.
Silva et al. (2020), conducted a study to identify perfor-

mance and social inequalities in the analysis of students of
Minas Gerais who took the ENEM in 2019. TheK-Means
grouping algorithm and the Apriori algorithm, which fo-
cused on Association Rules, were used to identify the level
of affinity between the elements of the database. Eighty
rules were generated aiming at the socioeconomic vari-
ables to characterize the clusters. The results indicate that
for most of the students from state schools, the family
income was less than R$ 2,000 reais. In addition, there is a
relationship between students who obtained a low average
score on the test for studying in public schools. Another
issue is the strong relationship between color/race and
monthly family income.
In Carmo et al. (2020), the results of ENEM 2019, in the

state of Rio Grande do Sul, were explored. A comparison
and analysis of the educational and socioeconomic profile
of students who fit in the 5%worst and best averages in the
state was made. To perform the analysis, graphical presen-
tation techniques were used using the Python programing
language. From the analysis carried out, the influence of
the socioeconomic profile on the performance of students
can be evidenced. The higher the family income, the bet-
ter the result. Furthermore, students without the Internet
are in the group with the worst averages that exceed 10%.
Finally, among the best results, less than 1% of students
did not have access to the Internet. The best results stand
out for students from the federal and private networks.
Franco et al. (2020) presented applications using vari-

able selection and classification algorithms to predict the
twenty main characteristics that contribute to the good or
bad performance of students in the ENEM from 1998 to
2019. The algorithm that obtained the best result in the
classification was XGBoost, with an average accuracy of
80.85%.

In the Banni et al. (2021) work, the data of the ENEM
2018 from all over Brazil was used. In addition, Edu-
cational Data Mining was used with data visualization
methods. To identify the characteristics most related to
student performance, Machine Learning models were used
for prediction. In the results, the algorithm that obtained
the best result was Logistic Regression, with an accuracy
of 80%. Finally, a strong relationship was noticed between
socioeconomic variables and student performance.
Maia et al. (2021) used unsupervised learning in ENEM

2018 data to analyze the socioeconomic conditions of can-
didates using the characteristics evaluated for adherence
to quotas. Information from 1537 randomly selected indi-
viduals was used.
Weber Neto et al. (2022) realized a data exploratory

analysis of the ENEM 2019 and 2020 for Ceará, Maranhão
e Piauí states. Results presented an improvement in the
general performance of the states, a decrease in the number
of inscribes who did show up for the exam, and an increase
in inequality between participants from public and private
institutions.

Materials and methods
In this section the steps to reach the search result are de-
scribed. The databases chosen for analysis, pre-processing,
and feature selection performed. Clustering analysis, in
which the method used to obtain groups according to the
economic situation of those inscribed is exposed. Then,
classification algorithms are used to predict, according to
the selected characteristics, whether the student obtained
a good or inferior performance.
Database

The ENEM 2019 and 2020 databases were used for
analysis. The 2019 database contains 5,095,171 samples,
whereas the 2020 database contains 5,783,109 samples.
Both have 76 attributes. However, 48 characteristics con-
sidered related according to the objective were analyzed,
such as age group, sex, marital status, color/race, national-
ity, monthly family income, type of high school and type
of institution that completed or will complete education
medium, among others.
Pre-processing

During pre-processing, all rows that had columns with
empty values were removed. This step was performed
before selecting the 48 attributes. Thus, the ENEM 2019
and 2020 databases had 909,170 and 520,737 samples,
respectively. Only those who answered all the questions
were considered for analysis.
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Posteriorly, removal that occurred were the variables
that would not influence the analysis in view of the re-
search objective (out of 76 attributes, the base had 48 as
previously mentioned).
Subsequently, another treatment was performed to trans-

form some variables using the Label Encoder method for
numerical transformation of the classes of a variable. For
example, the sex attribute that has M (Male) and F (Fe-
male) as possibilities was transformed into 1 and 0, respec-
tively. Another approach used was Ordinal Encoder for
numerical transformation while preserving the order of
categorical data. As an example, attribute Q024, which is
about whether the student has a computer at home, which
has categories A (No), B (Yes, one), C (Yes, two), D (Yes,
three), and E (Yes, four or more), were transformed to 0,
1, 2, 3, and 4, respectively.
Themonthly family income variable wasmodified, with

class A earning more than 20 minimum wages, class B
more than 10, class C from 4 to 10, class D from 2 to 4, and
class E being those with incomes of at most 2 minimum
wages. Finally, a class column was added to the data,
in which this attribute contains the average of the notes
obtained by the students in the ENEM, transformed into 1
for good performance and 0 for poor performance.
Researchers Adeodato (2016) and Adeodato and Silva

(2020) justified that students in the upper quartile of the
average good perform well. In this work, this methodol-
ogy was followed, in which the student’s performance is
the simple average of the five tests that compromise the
exam. This is done according to the comparison made
with the value of the third quartile of the notes, i.e., the
value corresponding to 75% of the notes. If the value is
higher than the third quartile, the value 1 will be assigned,
indicating good performance; otherwise, a value of 0 will
be assigned, indicating inferior performance.
Feature selection

The SelectK-Best feature selection method was applied to
identify the most important features among those available
in the databases. The selected characteristics served as
input for the classifiers, to predict the results.
Reducing the dimension of attributes is one of the ways

to remove information that is not fundamental, to increase
the accuracy of learning and have a better understanding of
the result. Selecting attributes is one of the simplest ways
to reduce the size of a data set, because only a small num-
ber, compared to the original, of features remain (Almeida,
2021).
The method used to select the variables is Select K-

Best, which employs the univariate selection strategy,
which, through statistical tests, verifies the relationship of
a target variable with each variable.

The χ2 (chi-square) was the univariate statistical test
used. Another parameter passed is the K value, which
signifies the number of selected features. The technique
performs a score in the calculation of each attribute and in
the removal of each attribute as well, except for those with
the highest score up to the limit of K (Almeida, 2021).
The χ2 is calculated by equation (1):

χ2 =
(O − E)

2

E
, (1)

where O represents the noted frequency and E represents
the expected class frequency, if there is no relationship be-
tween the attribute and the target attribute. The attributes
are independent if the analyzed frequency is close to the
noted frequency. Variables are selected for algorithm train-
ing based on the highest score of the variable with the
target variable, indicating a strong relationship (Almeida,
2021).
In the cluster analysis, the algorithm used was K-

Means. The method separates the data into K groups.
Assume the firstK centers of the clusters that are proposed,
which can be chosen at random or initialized with some
sample from the database (Jain & Dubes, 1988). Further-
more, each data point is assigned to the center it is closest
to, creating a data cluster, then all centers are moved to
the middle position of their clusters. This is repeated until
equilibrium is reached (Sinaga & Yang, 2020).
The objective of theK-Means algorithm is to minimize

the sum of the squared error over all K groups (Palma,
2018), given by equation (2):

J(p, c) =

K∑
j=1

∑
pi∈xi

d(pi, cj)
2, (2)

where x is a p dataset, d represents the distance in that
dataset, and the c represents the centroid that is the center
of each cluster.
One of the problems associated with the method under

analysis is that not all values of K present satisfactory
groups. Therefore, the method is applied several times
for different values ofK, choosing the results that present
a better interpretation of the groups or a better graphical
representation or using some validation criteria (Palma,
2018).
The validation criterion used to help decide on the group

number was the Silhouette Method (Rousseeuw, 1987).
Silhouette analysis refers to the method of interpreting
and confirming the consistency of groups of data. The
silhouette value indicates how similar an object is to its
cluster (cohesion) compared to other clusters (separation).
This can be used to examine the separation distance be-
tween the resulting clusters. The silhouette validation
technique calculates the silhouette index for each sample,
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the average silhouette for each group, and the total aver-
age silhouette for the dataset. Each group can represent
itself by an index based on a comparison of its rigidity and
dissociation when applying this method. If the silhouette
value is high, the object fits well in its own cluster and
poorly in the neighboring cluster. The silhouette coeffi-
cient is calculated using the mean intra-cluster distance
a and the mean distance to the nearest cluster b for each
sample i. The silhouette coefficient is calculated as shown
in equation (3):

s(i) =
b(i)− a(i)

max(a(i), b(i))
(3)

where,
• a(i) is the average dissimilarity of the ith object to
all other objects in the same cluster.

• b(i) is the average dissimilarity of the ith object to
all objects in the closest cluster.

Therefore, if the silhouette value is close to 1, the sam-
ple is well grouped and has already been assigned an ap-
propriate grouping. If the silhouette coefficient value is
approximately 0, the sampling can be assigned to another
cluster closer to it and the sample is equally far from both
clusters. This means that it indicates that the groupings
are juxtaposed. Finally, if the silhouette value is close
to -1, the sample was misclassified and placed somewhere
between the clusters (Maciel et al., 2015).
Classification

To perform the classification process, the data must be
divided into training and test sets. The holdout cross-
validation method was employed, in which the data were
divided over a predetermined percentage, where the train-
ing percentage was greater than the test (Oxford & Daniel,
2001). The value for dividing the set was the value of 75%
of the data for training and 25% for testing.
Three classification algorithmswere employed and com-

pared: Multilayer Perceptron,K-Nearest Neighbors, and
Random Forest. Multilayer Perceptron Networks (MLP)
were created to solve non-linearly separable problems, i.e.,
problems cannot be separated by a hyperplane. It has an
input layer for data, one or more hidden layers for pro-
cessing information through activation functions, and an
output layer for the result. It is a feed-forward-type net-
work, in which it is fully connected and each neuron of
the next layer receives the output of the previous neurons
(Haykin, 2001). In the input layer of an MLP network, the
initial attributes are inserted as information. The output
layer is the result is presented and where a possible error in
this solution is determined. In the network training phase,

the neuron weights are changed so that the calculation re-
sults in the expected solution. Errors are minimized using
the Backpropagation algorithm in this phase (Lima et al.,
2016). Figure 1 shows an example of an MLP neural net-
work architecture with an input layer, two hidden layers,
and an output layer.
Figure 1 - Architecture of an MLP neural network: hyper-bolic tangent activation function, six neurons in the firsthidden layer and two neurons in the second.

K-Nearest Neighbors (KNN) stores a set of training
samples, this set being the so-called "instance" of the
problem. When a new sample is sent to the classifier,
it returns an answer based on the ratio of the new sam-
ple to the training set. It assumes that sampling corre-
sponds to points in an n-dimensional space, where "n"
is the number of descriptors used to represent the sam-
pling. For classification, it identifies a new sample called
"neighborhood", that is, the closest already known points
(Cover & Hart, 1967).
The Random Forest (RF) is a supervised learning al-

gorithm that is formed by a set of decision trees that
are built when the model is trained. In the construction,
some variables inside the feature vector are randomly
chosen.
Therefore, the entropy of each variable is calculated,

and the one with the highest value is used to separate the
classes at that position in the tree. The classifier’s solution
is pointed to of the class that was returned as a result by
most of the trees in the forest (Breiman, 2001).
Moreover, the algorithm can avoid overfitting and con-

verging on an error. Furthermore, the more complex the
model becomes, the more solutions are provided for pre-
diction and the importance of each of the attributes in the
final model is evidenced (Souza et al., 2019).
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To evaluate the classification methods, accuracy, preci-
sion, f1-score, and recall were measured. Accuracy (AC)
measures how close the obtained result is to the true class,
thus, the higher the accuracy level, the greater the classi-
fier’s ability to correctly identify the classes, as shown in
the equation (4):

AC =
1

N

N∑
i=1

I(f(xi) = yi), (4)
where f(xi) is the class returned by the classifier and yiis the true class of the sample. Consider I(true) = 1 and
I(false) = 0.
Precision (Pr) represents the rate of Predicted Positive

(PP) cases that are correctly identified as True Positives
(TP), and it is defined by

Pr = TP

PP
. (5)

The Recall (Re), given by
Re = TP

TP + FN
, (6)

measures the percentage of actual positive samples that
were classified as positive. In equation (6), TP repre-
sents the number of true positives, and FN represents the
number of false negatives.
The F1 score, equation (7), is written as

F1 = 2TP

2TP + FP + FN
, (7)

where TP is the number of positive samples that were
correctly classified, FP is the number of negative samples
classified as positive, and FN is the number of positive
samples classified as negative.
Results and discussion
Computational experiments were performed using imple-
mentations based on the pandas and scikit-learn framework
libraries. All experiments were run on a computer with the
following specifications: Intel(R) Core(TM) i5-1135G7,
8 GB RAM, and Windows 10 operating system. The pro-
cessing time for sorting was approximately 13 min and for
clustering was 3 h (search for the best number of clusters
and clustering).
In the cluster analysis, the K-Means was applied, vary-

ing the number of clusters from 2 to 6. Thus, the number
of groups adopted corresponds to the highest value of the
silhouette coefficient, which is for each variation of the
number of clusters. For the 2019 base, the highest co-
efficient value was approximately 0.463 for the number

of clusters equal to 2. As for the 2020 base, the highest
coefficient value was approximately 0.464 for the number
of clusters equal 2.
Figure 2 shows the distribution of people in groups

based on notes. In the two years, 2019 and 2020, the
following distribution of groups was found: Group 0 is
concentrated on students with poor performance in ENEM,
while Group 1 is students with good performance. Based
on family monthly income, most of the students who
did not perform well, the monthly family income is a
maximum of two minimum wages and belong to public
school.
Figure 2 - Distribution of people in ENEM for the years:(a) 2019 and (b) 2020.

(a)

(b)

Figure 3 shows the division of clusters for high school
categories for the 2019 and 2020 data. When compared
with 2019, Group 0 had the highest number of participants
from a public school and Group 1 had the largest number
of participants from a private school.
Similarly, for the 2020 baseline, Group 0 had the highest

number of public school students, and Group 1 had the
highest number of private school students.
It is noticed that the decrease in the number of partici-

pants, compared 2019 to 2020. This fact is directly related
to the pandemic, as the vast majority of public school
students did not have asynchronous classes, as happened
in private schools. This made learning difficult, causing
many to give up taking the ENEM in that year.
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Figure 3 - Type of high school in ENEM for the years: (a)2019 and (b) 2020.
(a)

(b)

Figure 4 shows the color/race attributes in the databases.
Figure 4 - Categories of color/race in ENEM for the years:(a) 2019 and (b) 2020.

(a)

(b)

For 2019, Group 0 had the highest number of brown,
yellow, indigenous, and black students, and Group 1 had
the highest number of white students.

In the 2020 baseline, a behavior similar to that of 2019
is observed in terms of the distribution of subscribers in
relation to the groups found and race. Prevailing in Group
0 was greater number of brown, yellow, indigenous, and
black students, and in Group 1 was the highest number of
white students.
It can be seen that the percentage of people who declare

themselves black or brown decreases from 2019 to 2020,
which indicates a decrease in the presence of these people
in the tests. It was conjectured that most of these people
came from public schools that did not have remote classes,
which contributed to the withdrawal of ENEM.
Figure 5 shows graphs regarding internet access at

home. In both years, the majority of those enrolled in
both groups had internet at home, but analyzing the per-
centage of those without internet, the majority belongs to
Group 0.
Figure 5 - Internet access in the residence for the years:(a) 2019 and (b) 2020.

(a)

(b)

Figure 6 displays information on whether or not the
participant has a computer at home, and in the case of
so, how many computers they have. In Group 0, in 2019,
most do not have one, and in Group 1, most students have
a computer, but a small proportion have more than one
computer.
In both 2019 and 2020, it was observed that most stu-

dents in Group 0 do not have a computer, and if they do
have a computer, most only have one. Most Group 1 stu-
dents have a computer at home.
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Figure 6 - Computer in the residence for the years: (a)2019 and (b) 2020.
(a)

(b)

Figure 7 displays the family’s monthly income class.
Figure 7 - Family monthly income for the years: (a) 2019and (b) 2020.

(a)

(b)

For 2019, in Group 0, the monthly family income of
most students is a maximum of two minimum wages, i.e.,
they belong to class E. In Group 1, most students are in
class E to a lesser extent. In the other classes, they have
Group 1 students with less frequency, but the difference is
not as significant as that in Group 0. The same is observed
for 2020. In addition, the difference between the number
of students in classes C (4 to 10 minimum wages), D (2 to
4 minimum wages), and E decreases for Group 1.
Figure 8 shows the occupation of the father or respon-

sible man.
Figure 8 - Occupation of father or responsible man for theyears: (a) 2019 and (b) 2020.

(a)

(b)

For 2019, Group 0 has most of the occupations belong-
ing to Occupation 1, which is a farmer, farmer without em-
ployees, cold boiá, animal breeder, beekeeper, fisherman,
lumberjack, rubber tapper, or extractive; Occupation 2 in
which is a day laborer, domestic worker, caregiver for the
elderly, nanny, cook, private driver, gardener, cleaner for
companies and buildings, security guard, doorman, post-
man, office boy, salesman, cashier, store attendant, admin-
istrative assistant, receptionist, servant mason or stocker
of goods, and belonging to Occupation 3, where he is a
baker, industrial cook or in restaurants, shoemaker, seam-
stress, jeweler, mechanic lathe, machine operator, welder,
factory worker, mining worker, mason, painter, electrician,
plumber, driver, truck driver, or taxi driver. Group 1, on
the other hand, has the highest number in Occupation 4,
in which it is a teacher (elementary or high school, lan-
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guage, music, arts, etc.), technician (nursing, accounting,
electronics, etc.), police officer, military low rank (soldier,
corporal, sergeant), realtor, supervisor, manager, shepherd,
micro-entrepreneur (owner of a company with less than
10 employees), small tradesman, small landowner, or self-
employed.
On the 2020 basis, Group 0 has the most people in

Occupations 1, 2, and 3, and Group 1 has the most people
in Occupation 4, in a similar way to the year 2019.
Figure 9 shows the occupation of the responsible mother

or woman.
Figure 9 - Occupation of mother or responsible womanfor the years: (a) 2019 and (b) 2020.

(a)

(b)

Group 0 at the basis of 2019, the largest occupation
belongs to Occupation 2, which is a day laborer, maid,
caregiver for the elderly, nanny, cook (in private homes),
private driver, gardener, cleaning company and buildings,
security guard, concierge, wallet, office-boy, saleswoman,
cashier, store attendant, administrative assistant, reception-
ist, mason’s servant, and merchandise stocker.
In Group 1, most of the occupations belong to Occupa-

tion 2 and Occupation 4 in which she is a teacher (elemen-
tary or high school, language, music, arts, etc.), technician
(nursing, accounting, electronics, etc.), police officer, low-
ranking military (soldier, corporal, sergeant), real estate
broker, supervisor, manager, pastor, micro-entrepreneur
(owner of a company with less than 10 employees), small
trader, small landowner, self-employed or self-employed.

However, for 2020, Group 1 had the highest number of
occupations belonging to Occupation 4, followed by Oc-
cupation 2. In addition, Group 0 had the highest number
of occupations in Occupation 2.
Therefore, it can be seen that in the two cases, most of

the students who did not perform well in the ENEM, be-
longed to a public school, were brown/brown, did not have
a car, did not have a computer at home, and a salary at the
maximum 2 minimum wages, represented by Group 0 in
the 2019 basis and by Group 1 in the 2020. In addition, the
occupation of the father or responsible man belongs to Oc-
cupations 1, 2, and 3. However, for the occupation of the
mother or responsible woman, a large part of Occupation
2.
The students with good performance, a large part are

from private school, white color/race, with a computer at
home, monthly family income of class C where the mini-
mum wages are from 4 to 10, class D in which minimum
wages are 2 to 4, and class E of up to 2 minimum wages.
Yet, these students with good performance had a car in
their homes. In addition, it was noticed that a decrease in
the number of subscribers presented with lower financial
conditions, thus missing the opportunities, highlighted in
the Introduction, for which the ENEM score can be used.
In the classification of student performance, the 20 vari-

ables selected by the Select K-Best method in the 2019
database to carry out the classification were the acronym
of the school’s federation unit, administrative department
(School), the acronym of the federation unit of the ap-
plication of the test, foreign language, writing test note,
up to which note the father, or the man responsible for
the student studied, until which note the mother, or the
woman responsible for the student studied, and the occu-
pation of the father, or the man responsible for the student.
In addition, the occupation of the mother or the woman
responsible for the student, the monthly income of the
family, if the residence works as a domestic worker, bath-
room in the residence, car in the residence, if the residence
has a freezer (independent or second refrigerator door),
if the residence has a microwave oven, if the residence
has a vacuum cleaner, color television in the residence,
cable TV, landline telephone, and if it has a computer in
the residence.
For the 2020 basis, the same attributes were selected

using the SelectK-Best method, except forof one attribute,
if the residence has a microwave oven. Instead, the method
selected the attribute if the house has a dishwasher. Most of
the selected characteristics are factors that indicate social
inequality among subscribers. As shown in Tables 1 and 2,
the MLP, KNN, and RF algorithms were applied to predict
student performance based on notes for 2019 and 2020,
respectively.
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Table 1 - Accuracy, F1-score, Precision and Recall - 2019.
Classifier Accuracy F1-score Precision Recall
MLP 0.8518 0.8439 0.8457 0.8518
KNN 0.8218 0.8173 0.6660 0.8218
RF 0.8193 0.7882 0.8524 0.8193

Table 2 - Accuracy, F1-score, Precision and Recall - 2020.
Classifier Accuracy F1-score Precision Recall
MLP 0.8363 0.8275 0.8278 0.8275
KNN 0.8051 0.8013 0.8051 0.6236
RF 0.8060 0.7715 0.7946 0.8060

The algorithm that obtained the best accuracy in both
databases was MLP, with 85.18% and 83.63% accuracy,
respectively. The other metrics also show that MLP led to
the best performance.
Conclusions
Access to higher education is a desire of many young
people, and achieving good performance on ENEM is im-
portant to achieve this goal. However, social inequalities
impose invisible barriers on most of these young people,
and the pandemic has increased these inequalities, affect-
ing the people who took the exams. Therefore, analyzing
performance on the exam from a socioeconomic perspec-
tive is important to support discussions on how to prevent
the maintenance of this inequality.
This paper presents a methodology based on machine

learning to identify social inequalities in the face of sub-
scribers who took the ENEM test in the years 2019 and
2020. The choice of these years was to verify if there was
an impact of the pandemic on the exam inscribers. To
achieve this objective, a methodology based on cluster
analysis and classification was proposed. In the cluster
analysis, the K-Means method was applied, where two
clusters were identified, one focused on those enrolled with
low income and another with higher income. The fact that
the method managed to achieve this separation shows how
much the characteristics differ between the groups. This
clarification regarding clusters was confirmed through the
analysis of some characteristics. From the analysis con-
ducted, it was found that in 2020, many public-school
students, considering the subscribers presents, failed to
take the ENEM test. This factor is related to the fact that
during the pandemic, these students were without classes.
Regarding classification, the Select K-Best method was

initially applied to identify the most important characteris-
tics, which serve as input for the algorithms. The selected
characteristics are related to the measurement of social

inequality. Subsequently, the results of the RF, MLP, and
KNN algorithms were compared, with MLP being the al-
gorithm that presented the best result for the bases, with
an accuracy of 85.18% for 2019 and 83.63% for 2020.
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