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RESUMO

Objetivo: identificar os pontos de convergéncia entre a regulacdo emanada pelo
Tribunal Superior Eleitoral acerca da inteligéncia artificial para as Eleicdes/2024 e as
recentes e pioneiras diretivas da Organizacao das Nagbes Unidas e da Unido Europeia
acerca do uso da aludida ferramenta. Metodologia: usou-se a analise de conteudo
simples e a partir das inferéncias alcancadas em relagao a cada um destes normativos,
realizou-se o estudo comparativo. Resultados: foi possivel, ao final, indicar que a
Resolugdo da Corte Superior Eleitoral apresenta convergéncia com as recentes
regulamentagdes tanto da Organizacéo das Nagdes Unidas quanto da Unido Europeia.
Conclusao: o estudo evidenciou a mesma linha de cautela em relacdo ao uso da
inteligéncia artificial em periodos eleitorais em virtude da aptidao que esta apresenta
para contribuir com a propagacao da desinformacgao e do discurso de édio.

Descritores: Inteligéncia Atrtificial. Eleigdes. Tribunal Superior Eleitoral. Lei.
Regulamentacao.

1 INTRODUGAO

As ultimas trés eleicdes brasileiras foram permeadas por intenso transito
de conteudos causadores de desordem informacional nas redes sociais digitais,
mormente o discurso de 6dio e a desinformacao.

A propaganda, por exemplo, um tipo reconhecido de desordem

informacional frequentemente empregada no ambito politico para influenciar e
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manipular comportamentos - recorre ao apelo emocional em vez da logica
racional, um efeito analogo a teoria do reflexo condicionado. Desse modo, a
desordem informacional pode ser considera um disturbio da informagao.

Segundo Machado (2025), a desordem informacional se refere a
disseminagao de noticias falsas, discursos de 6dio e manipulagéo algoritmica,
ameacando a constru¢do democratica do conhecimento e a formacao critica de
sujeitos. A desordem informacional cria um ambiente em que a distingdo entre
fato e opinido se torna cada vez mais dificil, desafiando tanto a autonomia
individual quanto a construgdo do conhecimento social.

Para Wardle e Derakhshan (2017), a desordem informacional pode ser
caracterizada a partir de trés diferentes nocdes: informagdes incorretas,
desinformagdes e mas informagdes. Enquanto a desinformacéo (desinformation)
abrange informacdes falsas criadas deliberadamente para prejudicar pessoas,
grupos sociais, organizagdes e paises, as informacdes incorretas (mis-
information), apesar de falsas, ndo s&o criadas com a intencdo de ocasionar
danos (Wardle; Derakhshan, 2017). Ja as mas informagdes (mal-information)
também sido usadas para gerar dados errbneos a pessoas, organizagdes e
paises, contudo, baseadas na realidade (Luft; Silveira, 2020).

Especifica no contexto da desordem informacional, esta contida a
desinformagao caracterizada por seu escopo malicioso, intencédo deliberada e
com proposito de prejudicar e enganar, sem qualquer compromisso com a
veracidade, pois é construida a partir de conteudo falso e malicioso.

De acordo com Araujo (2024), como consequéncia, ocorre uma
degradagao do debate publico; degradagao essa relativa a qualidade do debate
em si, aos temas debatidos e as opinides polarizadas. Também gera prejuizos a
coesao social, na medida em que a desinformagao impulsiona a polarizagao
politica e social e, com isso, gera estigmatizacdo de grupos marginalizados
(Araujo, 2024).

A difusdo deliberada de desinformacao, visando alterar a percepgao
publica e impedir o voto informado, indubitavelmente constitui grave atentado a
democracia. O discurso de 6dio, por sua vez, viola a moral e os sentimentos das

vitimas, além de colocar em risco sua seguranca, haja vista os amplos estudos

Inf. Inf., Londrina, v. 30, n. 4, p. 188 — 213, out./dez. 2025.
189



Carmen Brotas, Barbara Coelho Neves
Regulamentacdo do uso da inteligéncia artificial nas eleigdes/2024: diretivas da ONU e da Al
ACT

demonstrando a correlacido entre o discurso de 6dio e a violéncia fisica contra
seus alvos (Lopez Valle; Antik; Lima, 2023). O discurso de &dio é tutelado sob
os crimes contra a honra tipificados no Cédigo Penal ou aqueles previstos na Lei
para Crimes de Racismo (Lei 7.716/89) (Brasil, 1989). No Brasil, o Estado
intervém na esfera privada para a garantia dos direitos fundamentais. Embora
tanto o discurso de 6dio como a difusao de desinformacgéo sejam combatidas no
Brasil, ndo sédo objetos de leis especificas, pelo que a subsunc¢do da conduta a
norma € um obstaculo em si (Lopez Valle; Antik; Lima, 2023).

E preciso pontuar que a desinformacéao alimenta e amplifica o discurso de
odio. Segundo a ONG SaferNet (2022), as denuncias de crimes na web
aumentam em anos de eleigdes. Nos primeiros seis meses de 2022 foram 23.947
denuncias, sendo 7096 dos casos de misoginia; discursos de édio e fake news
sdo ferramentas destes crimes, em 2018, misoginia (1639,5%), xenofobia
(595,5%) e neonazismo (262%) tiveram os maiores percentuais de crescimento
em relacdo a 2017 (SaferNet, 2022).

Conforme destacam Lopez Valle, Antik e Lima (2023), a desinformacéo e
o discurso de odio sdo problemas complexos, cuja solugdo nao depende
exclusivamente do Governo, das plataformas de redes sociais, ou mesmo da
sociedade civil em geral. O combate efetivo dessas ameacas exige a cooperagao
de todos os setores da sociedade. Quando essas taticas sao utilizadas em redes
sociais, a propria estrutura da plataforma facilita sua difuséo e polariza cada vez
mais os animos dos usuarios, através das chamadas “camaras de eco” (Lopez
Valle; Antik; Lima, 2023).

Entre 2006 e 2018 foram verificados 126 mil cascatas de rumores na
plataforma Twitter (hoje chamada de X), onde foi constatado por Pimenta (2025),
que a desinformacao se espalha seis vezes mais rapidamente, além de serem
70% mais propensa a ser compartilhada. Dentro das categorias analisadas,
aquelas relacionadas a politica tiveram maior alcance e velocidade de
disseminacao (Pimenta, 2025).

A partir destes elementos e experiéncias, o Tribunal Superior Eleitoral
(TSE) deliberou por alterar a Resolugéo TSE n.° 23.610/2019 (Brasil, 2019), que

trata da propaganda eleitoral, realizando, para isto, audiéncia publica, em
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janeiro/2024, a fim de colher sugestbes passiveis de serem incluidas na
regulamentacao relativa as Eleicdes Municipais de 2024.

O desiderato do TSE era, naquela oportunidade, disciplinar aspectos
relativos a propagacdo de conteudos que pudesse, no periodo eleitoral,
comprometer a rigidez do contexto informacional, razado pela qual foi incluido,
nas discussdes, também o uso dos modelos de machine learning, doravante
denominada de Inteligéncia Atrtificial (IA). E importante lembrar que, no Brasil,
nao ha legislacao especifica acerca do uso da IA e da atuagdo no mundo digital,
cabendo ao TSE, no ambito de suas incumbéncias legais, regulamentar a
matéria no que alude a seara eleitoral.

Noutro lado, em margo de 2024, tanto a Organizagédo das Nagdes Unidas
(ONU) quanto a Uniéao Europeia (UE) editaram normativos acerca do uso da IA.
A norma emanada pela ONU contemplou diretivas em alusao direta a
implementacgao dos Objetivos de Desenvolvimento Sustentavel (ODS), os quais
compdem a Agenda da ONU 2030 com a finalidade de construgéo e implantagéo
de politicas publicas para o desenvolvimento humano. Com este intuito a
Resolucao (A/78/49) (ONU,1949) da ONU conclama os Estados-Nacédo a
adotarem regulamentagdes que, em consonancia com os ditames do direito
internacional, garantam a governancga no que alude a IA a fim de, mitigando os
danos que ela pode gerar, contribua, a partir disto, com a implementagdo dos
aludidos ODS.

Insta enfatizar que dentre os ODS esta aquele de numero 16 — Paz,
Justica e Instituicdes Eficazes, o qual contempla os aspectos afetos as elei¢oes,
consoante afirmado no documento publicado pela prépria ONU, em outubro de
2023, intitulado “Integridade da Informacé&o nas Plataformas Digitais”. Assim
sendo, os regramentos trazidos na Resolugdo daquela entidade constituem
parametros pertinentes para a analise das disposicdes contempladas na
Resolugdo TSE n° 23732/2024 (Brasil,2024) acerca do uso da IA nas elei¢des
brasileiras de 2024.

Ademais, a legislacdo emanada pela Unido Europeia, pelo carater
pioneiro que ostenta, também foi elencada para o presente estudo. E importante

destacar que, assim como ocorre com a Resolucdo da ONU, a Al Act traz
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referéncia expressa ao impacto da IA nas eleigdes, bem assim proibe a utilizagao
desta ferramenta quando caracterizada como de alto risco devido a manipulagéo
que pode gerar na tomada de decisdo, fator que se harmoniza com a situagéo
enfrentada nas ultimas eleicdes brasileiras.

Diante deste cenario regulatério nacional e mundial, firmou-se como
objetivo geral para pesquisa deste artigo: identificar os pontos de convergéncia
entre a regulamentacédo editada pelo TSE acerca da |A para as Eleigbes/2024 e
as diretivas das ONU e da Unido Europeia acerca do uso da aludida ferramenta.
Para alcanga-lo, foram estabelecidos como objetivos especificos: a) mapear as
diretrizes firmadas pela Organizacao da Nagdes Unidas — ONU acerca da |IA
alusivas a realizagéo de pleitos eleitorais; b) indicar os preceitos estabelecidos
na Al Act da Unido Europeia acerca do uso da aludida ferramenta que podem
refletir nas elei¢des; c) identificar os pontos de aproximagao entre as regras
estipuladas pelo TSE acerca da matéria e aquelas fixadas nas diretrizes da ONU

e da Unido Europeia.
2 METODOLOGIA

A investigacao se estabelece como caso, uma vez que aborda atuagao de
instituicao especifica — o TSE, sendo, no que alude aos objetivos, uma pesquisa
descritiva, visto que sera delineado fenémeno social. A abordagem é qualitativa
e quantitativa, visto que alguns dados foram representados por meio de grafico,
enquanto outros foram descritos a partir de inferéncias. No que se refere ao
procedimento, a pesquisa € documental. Além do mais, utilizou-se a analise de
conteudo nos termos firmados por Bardin (1977), com as trés etapas que a
caracterizam: 12 Fase: pré-analise; 22 Fase: exploracdo do material ou
codificacdo e 32 Fase: tratamento dos resultados com inferéncias e
interpretacédo.

A analise foi estruturada nas trés fases preconizadas pela autora,
utilizando como categorias de analise centrais os principios definidos na
Recomendacéo sobre Etica da Inteligéncia Artificial da UNESCO. A seguir, esta
o quadro metodolégico com a categorizacdo das principais categorias
encontradas nos resultados, baseado nas trés etapas de Bardin (1977).
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Quadro 1 - Aplicagao: Anadlise de Conteudo
Fase de Bardin Descrigao da Fase Aplicagao no Estudo e Categorizaciao
Documentos Selecionados: Resolugdo TSE n.°
. _ 23.732/2024, Resolugao da Organizagao das Nacdes
Consiste na selecdo nigas (ONU) sobre IA (margo/2024) e Lei de IA da
i do corpus Unido Europeia (Al Act) (margo/2024). Critério de
1% Fase: Pré- (documentos) a Selegao: Atos normativos recentes e pioneiros sobre
analise serem utilizados e na 5 tematica. Categorias Definidas: As categorias
deﬂmga_o das ~ foram inspiradas nos principios da Recomendagao
categorias de analise gopre Etica da Inteligéncia Artificial da Unesco (2021).

Categorias Aplicadas e Suas Definigoes:

- Seguranca e Protecao: Disposicoes normativas
acerca da prevengao de danos indesejados devido
aos riscos provenientes do uso da IA.

- Privacidade: Previsbes para a devida preservagao

Aplicagao das dos dados pessoais, em harmonia com a Lei Geral
categorias definidas  de Protegdo de Dados Pessoais (LGPD).
sobre o material - Transparéncia e Explicabilidade: Regras atinentes
22 Fase: selecionado (o a indicacao do uso da IA para que o usuario tenha
Exploragdao do corpus), com o conhecimento de como o produto foi elaborado.
material ou objetivo de converter - Justiga: Determinagdes normativas relacionadas a
Codificagcao os dados brutos em  promog¢ao da justica social, equidade e nao-
unidades de analise  discriminagao, abrangendo a paridade entre os
(enunciados ou concorrentes aos cargos eletivos.
proposicoes) - Responsabilidade: Previsdes que tratam da
repercussao referente ao uso da IA em desacordo
com as normas regulamentadoras estabelecidas.

- Unidades Codificadas: TSE (85
modificagdes/regras), ONU (25 enunciados), Al Act
(36 proposigoes).

Resultados das Ocorréncias (Inferéncias Chave):

- TSE: As categorias com maior ocorréncia foram
Responsabilidade, Transparéncia e Seguranca e
Protecao, evidenciando os aspectos centrais da
disciplina da Corte Eleitoral.

Realizagdo do - ONU: A categoria de maior ocorréncia foi
32 Fase: estudo comparativo ~ Seguranca e Protecéo.
Tratamento dos a partir das - Al Act (UE): As categorias com maior indice foram
resultados com inferéncias Transparéncia e Explicabilidade e Seguranca e
inferéncias e alcangadas na Protecao.
interpretacao analise de cada

normativo. Interpretagao/Conclusao: O estudo evidenciou a

convergéncia da Resolugao TSE n.° 23.732/2024
com as diretivas globais da ONU e da UE, ambas
buscando mitigar a propagagao da desinformagéo e
do discurso de édio causada pela IA em periodos
eleitorais.

Fonte: Elaboracao propria (2025).

No que concerne a fase de pré-analise, selecionou-se 0os documentos a
serem utilizados no estudo: a Resolugdo TSE n.° 23732/2024 (Brasil, 2024), que

regulamentou o uso da |A nas Elei¢des/2024, a Resolugdo da ONU acerca da IA
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editada em 24/03/2024, e a Lei oriunda da Unido Europeia (Al Act) aprovada, em
margo/2024, que também versa sobre a predita ferramenta. Nesta linha, insta
esclarecer que a escolha dos aludidos documentos ocorreu em virtude de serem
estes atos normativos recentes e pioneiros, uma vez que, além da ONU e da
Unido Europeia, apenas a China tem regramento acerca desta tematica. No
Brasil, o Senado Federal aprovou em 2023 o PL 2.338 (Brasil, 2023) de autoria
do senador Rodrigo Pacheco e que seguiu, em dezembro de 2024, para a
Camara dos Deputados. Até segundo semestre de 2025 este PL segue em
apreciacao e debate por uma comissao especial. Vale destacar que o referido
Congresso possui em tramitacdo atualmente 312 projetos de lei que tratam de
inteligéncia artificial.

Ademais, cabe salientar que a ONU constitui entidade internacional
fundada em 1945, que, atualmente, é composta de 193 Estados-Nagao e tem
como objetivo unir todas as nagbées do mundo em prol da paz e do
desenvolvimento, com base nos principios da justi¢a, dignidade humana e no
bem-estar de todos. E importante frisar, no que se relaciona @ ONU, o
estabelecimento, em 2015, dos denominados Obijetivos de Desenvolvimento
Sustentavel (ODS), os quais contemplam aspectos alusivos ao desenvolvimento
social e econdbmico — pobreza, fome, saude, educagao, aquecimento global,
igualdade de género, agua, saneamento, energia, urbanizagdo, meio ambiente
e justica social.

Noutro giro, a Unido Europeia constitui uma uniao econémica e politica de
27 Estados-Nacgao do continente europeu. Ela tem como valores precipuos a
dignidade do ser humano, a liberdade, a democracia, a igualdade, o Estado de
Direito e os direitos humanos. Ademais, os objetivos da EU sao: afirmar e
promover os seus valores e interesses; contribuir para a paz e a segurancga e
para o desenvolvimento sustentavel da Terra; contribuir para a solidariedade e o
respeito mutuo entre os povos, o comércio livre e equitativo, a erradicacido da
pobreza e a protecdo dos direitos humanos e contribuir para a rigorosa
observancia do direito internacional. Vale destacar, por relevante, que a Uniao
Europeia, desde 2018, firmou o Cédigo de Pratica acerca da Desinformacgao (EU

Code of Pratice on Desinformation).
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Por conseguinte, a razdo de existéncia tanto da ONU quanto da
Comunidade Europeia, os objetivos que norteiam a atuacdo das duas, bem
assim as recentes normativas por elas editadas evidenciam a pertinéncia do
manejo das regulamentacdes que passaram a adotar acerca da IA como
parametro analitico para se examinar a Resolugao n°® 23732/2024 (Brasil, 2024)
do TSE que regulamentou o uso da Inteligéncia Artificial na propaganda a ser
realizada nas Eleicbes/2024.

Ap0ss, se estabelecer o substrato documental a ser examinado, partiu-se
para o estabelecimento das categorias de analise, cujas denominagbes foram
inspiradas nos principios firmados na Recomendagao sobre Etica da Inteligéncia
Artificial, publicada pela Unesco em 2021. Assim, a par da apontada agenda,
foram definidas as seguintes categorias: “Seguranca e Proteg¢ao”, “Privacidade”,
“Transparéncia e Explicabilidade”, “Responsabilidade” e “Justi¢ca’. Elas foram
utilizadas para analise de todos os trés documentos.

Na categoria “Seguranca e Protegdo” foram incluidas as disposicoes
normativas que versavam acerca da prevencado de danos indesejados devido
aos riscos provenientes do uso da IA. E essencial consignar que as previsées
relativas a “Privacidade”, devido ao impacto que podem ter, foram incluidas em
categoria especifica a fim de se delimitar a necessidade da devida preservagao
dos dados pessoais em harmonia com o disposto na Lei n°® 13.709, de 14 de
agosto de 2018 (Brasil, 2018) Lei Geral de Protegédo de Dados Pessoais (LGPD).
Noutro giro, na categoria “Transparéncia e Explicabilidade” foram englobadas as
previsbes normativas que tinham como objeto regras atinentes a indicacdo do
uso da IA a fim de que aquele que tenha acesso ao produto desta ferramenta
tenha conhecimento acerca da forma como ele foi elaborado. No que alude a
categoria “Justica”, estdo as determinagbes normativas relacionadas a
promogao da justica social, a equidade e a ndo-discriminacédo de qualquer tipo,
abrangendo, inclusive, a paridade entre os concorrentes aos cargos eletivos. Por
fim, a “Responsabilidade” abrangeu as previsées que tratavam da repercussao
referente ao uso da IA em desacordo com as normas regulamentadoras
estabelecidas.

Destarte, em relagao a Resolugao da ONU identificou-se 37 diretivas. No
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entanto, considerando o propdésito deste trabalho, foram excluidas aquelas que
nao estavam diretamente relacionadas a questdoes afetas as elei¢gdes. Assim
sendo, restaram 17 disposi¢des, das quais emergiram 25 enunciados a serem
categorizados e sistematizados. Em relagéo a Lei editada pela Unido Europeia,
identificou-se 80 previsdes legais e utilizado o mesmo critério de exclusdo das
Resolugdo da ONU, restaram 22, das quais surgiram 36 proposi¢des, as quais
também foram categorizadas e organizadas.

E importante enfatizar que as regras do TSE alusivas ao uso de
inteligéncia artificial nas eleicbes advieram da alteragcao da Resolugao TSE n.°
23.610/2019 (Brasil, 2019), trazida pela Resolugcao TSE n.° 23.732/2024 (Brasil,
2024). Antes deste ultimo normativo, inexistia regramento, na seara eleitoral,
com a finalidade de disciplinar a utilizacdo da mencionada ferramenta
tecnoldgica. Assim sendo, a analise das alteragdes firmadas pelo TSE identificou
132 modificagdes. Com a aplicagao do critério de exclusdo que se firmou na
retirada daquelas que ndo se coadunavam com o objeto deste artigo, ficaram 85,
as quais, por constituirem o corpus de analise, também foram organizadas nas

categorias estabelecidas na fase de pré-analise.
3 INTELIGENCIA ARTIFICIAL E ELEIGOES

A |A pode ser percebida como conjunto de técnicas algoritmicas que tem
como principal objetivo resolver situagées ou problemas de forma mais facil do
que se fossem tratados pelos humanos (Boratto, 2023). Neste aspecto, é
importante salientar que, distintamente do que se poderia conceber a partir dos
enredos dos filmes e dos livros de ficcao cientifica, esta ferramenta atua de
acordo com os direcionamentos algoritmicos que lhe sdo apresentados. Em
outros termos néo ha propriamente inteligéncia nos termos humanos, uma vez
que ela € modelada para simular a inteligéncia humana, havendo apenas e tao-
somente uma simulacédo (Neves, 2022). E precisamente esta indicagdo humana
que a ferramenta tecnolégica deve realizar o cerne da preocupagdao de
instituicdes e autoridades nas mais diversas searas.

Nesta linha de pensamento, ainda que se reconheca as variadas
aplicagbes que ela tem na facilitacdo da vida humana cotidiana, como, por
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exemplo, no aprendizado de linguas estrangeiras, € imperativo destacar que a
utilidade da IA em diversos aspectos nao afasta, por outro lado, a necessaria
abordagem acerca dos perigos que ela pode ocasionar, sendo este o caso da
disseminagao de conteudos que geram desordem informacional, tais como a
desinformacéo e o discurso de 6dio. Também a Desinformacgao Digital em Rede
(DDR), cuja finalidade atende a interesses de alienagao social e vigilancia de
dados que tém consequéncias diretas na realidade, busca capturar as estruturas
sociais na esfera afetiva, cognitiva e moral (Schneider, 2022).

Na seara eleitoral, o uso das deepfakes, que constituem técnica da IA
propicia para criar documentos de imagem, video e voz de pessoas, tem gerado
especial apreensao, uma vez que ela apresenta a potencialidade de moldar a
percepgao da realidade de acordo com os desejos/interesses daqueles que a
elaboram (Soella; Maimone, 2022).

A partir de sofisticada manipulagdo empregada nos engenhos
publicitarios, a problematica da desordem informacional torna-se ainda mais
complexa, uma vez que sera mais dificil para aqueles que tenham acesso aos
artefatos adulterados identificar a falsificagao, fator que aliado a celeridade de
sua propagacgao no mundo digital, pode macular o pleito eleitoral, quer seja por
desequilibrar a disputa entre os candidatos ou negar ao eleitor o exercicio do
direito ao sufragio de forma esclarecida, aspectos que ameagam o regime
democratico. A grande contribuicdo da |A generativa de imagens nos
mecanismos de persuasao consiste em gerar conteudos sintéticos cada vez
mais fidedignos, a ponto de trazer novos problemas de dissociagdo cognitiva
entre fantasia e realidade (Batista; Santaella, 2024).

A deepfake ficou amplamente conhecida pelo publico em 2017, quando
em novembro um usuario do Reddit @deepfakes publicou diversos videos com
os rostos de atrizes famosas, a exemplo de Scarlett Johansson, nos corpos de
mulheres em cenas pornograficas (Silva; Casalenovo; Amaral, 2023). Mais tarde,
em 2018, este mesmo usuario desenvolveu e liberou uma aplicagcdo em software
livre, intitulada FakeApp, que possibilitou que qualquer pessoa, mesmo sem
conhecimento de programacao, pudesse desenvolver a partir de seu smartphone

um deepfake. Trata-se de um sofisticado método de falseamento muito usado
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para combinar a fala a um video preexistente. Bruno Sartori ndo tem a intencao
de enganar (Medeiros, 2021).

Em outras palavras, hoje aceita-se menos o que € transmitido como
verdade, para dar crédito aquilo que confirma o que se deseja crer (Neves;
Oliveira, 2024). Assim, o maior estrago que uma deepfake pode fazer ndo é
convencer que o falso é de fato verdadeiro, mas, sim, que o verdadeiro € algo
falso, forjado, incutindo o “virus” da desconfianca e incredulidade no imaginario
coletivo (Batista; Santaella, 2024).

Assim sendo, é valido sublinhar que se admite as tecnologias como
desprovidas de neutralidade, isto &,

[...] ndo sdo um mero instrumento de que se serve um sujeito,
individual ou coletivo, para agir no mundo, mas elas transformam
a natureza mesma da relagdo entre o sujeito e o mundo e, por
conseguinte, a prépria autocompreensdao do agente moral
humano (Capurro, 2012, p. 38-39).

Destarte, como elemento social, ela é formatada pela sociedade e a
formata, estabelecendo, portanto, uma relagdo em duas vias. Por isto, consoante
ocorre com outros aspectos sociais, a utilizacdo da tecnologia também deve
atender parametros ético-normativos.

As possibilidades técnicas, portanto, ndo podem constituir o Unico aspecto
a ser considerado no manejo das tecnologias, sendo importante que o agir
humano, quer seja no mundo virtual ou fora dele, observe as normas ético-
juridicas necessarias para o convivio social. E imprescindivel, ainda que se
reconhega que o uso da tecnologia esta permeado por interesses econdmicos e
politicos relevantes (Morozov, 2018).

Diante da importancia atribuida a inteligéncia artificial (I1A) e devido ao seu
carater transversal e pervasivo, muitos governos tém elaborado estratégias
nacionais de IA (Chiarini; Silveira, 2022).

No caso particular das eleigbes, € crucial enfatizar, neste debate,
principios que emergiram da agenda ética da IA: 1) transparéncia, 2) justica e
equidade, 3) nao maleficéncia, 4) responsabilidade, 5) privacidade, 6)
beneficéncia, 7) liberdade e autonomia, 8) confianga, 9) dignidade, 10)
sustentabilidade e 11) solidariedade. (Beiguelman, 2021). Outrossim, importa

salientar, por relevante, que a Unesco (2022, p. 20-23), na Recomendagao sobre
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a Etica da Inteligéncia Artificial publicado em 2022, apontou como principios
éticos da IA: “Proporcionalidade e Nao Causar Dano”, “Seguranga e Protegao”,
“Justica e N&o discriminagdo”, “Sustentabilidade”, “Direito a privacidade e
protecao de dados”, “Transparéncia e Explicabilidade”, “Supervisdo Humana e
Determinacao”, “Conscientizagdo e Alfabetizagdo”, “Responsabilidade e
Prestagao de Contas”, “Governancga e Colaboracdo Adaptaveis e com Multiplas
Partes Interessadas”.

Malgrado os principios ndo tenham aplicagdo imediata, por auséncia de
forca cogente, consoante ocorre como as leis, as medidas provisérias, os
decretos, diante da inexisténcia de legislagao ordinaria, podem ser manejados
na elaboragdo de normas regulamentadoras a fim de que a vontade de sujeitos
e/ou grupos nao seja o unico direcionador do uso desta potente ferramenta
tecnoldgica (Arbix, 2020). Nesse sentido, destaca-se a tramitagdo no Parlamento
Brasileiro dos Projetos de Lei n® 2338/2023 (Brasil, 2023), de autoria do Senador
Rodrigo Pacheco (PSD/MG), 50/51/2019 (Brasil, 2019) de autoria do Senador
Syvenson Valentim, e 0 21/2020 (Brasil, 2020), do Deputado Estadual Eduardo
Bismark.

Assim, inexistindo, no ordenamento juridico brasileiro, legislagao
especifica acerca da predita ferramenta, o TSE promoveu, em janeiro de 2024,
audiéncia publica a fim de que a sociedade apresentasse sugestdes a serem
contempladas na predita Resolugdo. Participaram da referida sessdo 29
agentes, sendo editada a Resolugao TSE n° 23.732/2024 (Brasil 2024)

Paralelamente, a ONU, em 21 de margo de 2024, editou a primeira
resolucao global tratando de inteligéncia artificial, a qual, além de representar
avancgo historico, contempla diretivas para a implementacdo dos Objetivos de
Desenvolvimento Sustentavel (ODS), os quais foram criados, em 2015, na busca
de compor uma agenda mundial para a construgao de politicas publicas para a
humanidade a serem implementadas até 2030 (ONU, 2024).

Convém destacar que, além desta Resolucao, o Secretario Geral da ONU
publicou, em outubro de 2023, importante documento acerca da Integridade da
Informagéao nas Plataformas Digitais, no qual indica o reflexo das informagdes

falsas, da desinformacao e do discurso de 6dio para a implementacao de todos
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os 17 ODS. Assim, considerando que o uso da IA pode potencializar a desordem
informacional, € crucial adotar medidas que visem mitigar os efeitos dela
advindos.

Em paralelo, a Unido Europeia também, em margo de 2024, publicou lei
que entrara em vigor em 2026, acerca do uso da IA (Unido Europeia, 2023). Nela
sao impostas rigidas obrigacdes para o desenvolvimento da |IA sendo proibido o
manejo daquela caracterizada de alto risco, como aquelas que sdo criadas para

manipular e enganar.
4 RESULTADOS

Vale destacar que dezenas de governos ja anunciaram suas estratégias
nacionais de |IA — até o momento, 56 paises, além da Unido Europeia, possuem
documentos mais ou menos sistematizados, os quais foram mapeados pelo
Observatério de Politicas de IA da Organizagdao para a Cooperagdo € o
Desenvolvimento Econdmico (OCDE) (Chiarini; Silveira, 2022). Segundo
Morozov (2018) deveria ser 6bvio que o fato de que os dados — e 0s servigos de
inteligéncia artificial que eles ajudam a estabelecer — vao se constituir em um
dos terrenos cruciais dos embates geopoliticos deste século.

Nesse contexto, a Resolugcdo TSE n° 23.732/2024 (Brasil, 2024) inovou
ao contemplar regramento afeto ao uso da IA na propaganda eleitoral de 2024.
E valido frisar que, na elaboragdo deste normativo, o TSE, por meio de audiéncia
publica, oportunizou aos atores da sociedade a apresentacdo de sugestodes.
Assim, 33 agentes se inscreveram, participando, efetivamente, da sessao 29
deles. O perfil dos participantes da audiéncia esta descrito na tabela abaixo.

Tabela 1 - Participantes da audiéncia publica

Categorias sociais Ocorréncia
Associacao 34,5%
Plataforma/Big tech 10,3%
Pesquisadores/professores 10,3%
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Centro de pesquisa independente 10,3%
Artistas 6,9%
Partido Politico 6,9%
Servidores da Justica Eleitoral 6,9%
Orgdo governamental 6,9%
Laboratdrio de pesquisa 3,4%
Universidade 3,4%
Total 100%

Fonte: Dados da pesquisa (2025)

Das sugestdes apresentadas, na audiéncia publica, 90,59% foram
acatadas e contempladas na aludida resolugdo, indice que evidencia a
pertinéncia da realizacdo da audiéncia publica. Merece destaque, entre os
opinativos acolhidos, aqueles atinentes a vedacao absoluta do uso das
deepfakes, nas eleigbes, devido ao potencial de sofisticada manipulacdo que
ostentam. Esta proposta foi apresentada, notadamente por académicos das
areas de Ciéncia da Informacao, Etica, Filosofia, Informatica, Direito e Ciéncia
Politica, constitui importante marco na regulamentagéao.

Segundo Batista e Santaella (2024), quando reveladas as forcas invisiveis
que atuam tanto no sistema perceptivo humano quanto nas capturas
algoritmicas manipuladoras, aumenta sobremaneira a preocupagéao em relagcéo
as deepfakes cuja aparéncia cada vez mais genuina intensifica o convencimento
do eleitorado para as causas em jogo.

O resultado da categorizagao das alteragdes incluidas na Resolugcao TSE
n°® 23.732/2024 (Brasil, 2024) esta representado no Gréfico 1, a partir do qual é
possivel se perceber que as categorias com maior ocorréncia foram
“Responsabilidade”, “Transparéncia”’ e “Seguranca e Prote¢ao”, o que evidencia
os aspectos centrais da disciplina do TSE acerca da IA.
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Grafico 1 Categorias extraidas da Resolugcao TSE n.° 23.732/2024

Privacidade
Segurangs & Protacio

Transparencia e explicabilidade

Responssbilidade

41.75r6

Fonte: Elaborado pelas autoras (2025)

Noutro giro, a exigéncia de que nos engenhos propagandisticos em que
se utilize a IA haja a informacdo acerca do uso desta ferramenta também se
revelou preocupagao da maioria dos agentes que participaram da sessao
publica, sendo incluida na Resolugao. Assim, o art. 9° - B da Resolugao TSE n°
23.732/2024 determina, expressamente, que a utilizacdo de conteudo sintético
gerado ou manipulado por IA, traga, de modo explicito, destacado e acessivel,
informacao acerca do uso desta tecnologia. Isto demonstra a preocupagao da
Corte Superior Eleitoral em promover a transparéncia acerca da técnica utilizada,
bem como a promogéo da protegédo do cidadado no que se refere a mensagem
veiculada.

Ademais, o TSE trouxe, na Resolugao n.° 23732/2024 (Brasil, 2024) a
indicacdo da responsabilidade pela exclusdo dos conteudos que estejam em
desacordo com a norma, advertindo que a ordem de remogéao sera dirigida aos
provedores de aplicacao, sendo indicado, ainda, prazo para o seu cumprimento.
Sobreleva salientar que, malgrado se perceba, nos pronunciamentos declinados
na audiéncia publica, alusdo a relevancia da regulamentagdo em discussao e ao
reconhecimento dos danos que a desordem informacional pode ocasionar a
partir do uso da IA, os participantes tinham como ponto de partida das suas
contribui¢cdes os interesses e temores que lhes eram afetos (Santos et al, 2021).
Assim, por exemplo, os participantes que representavam as big techs trouxeram
opinativos que visavam afastar a imputacado de responsabilidade, direcionado
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apenas ao candidato o 6nus advindo da veiculagdo de conteudo inadequado.

A categoria “Justica” esteve presente na Resolugdo TSE n° 23732/2024
(Brasil, 2024), no que alude a preservagao da equidade entre os candidatos que
concorreréo aos cargos eletivos no pleito de 2024 (Brasil, 2024). E imperativo
destacar que o uso de IA nos conteudos propagandisticos em desacordo com
os limites impostos pela aludida norma reverberam no equilibrio da disputa,
fazendo com que aquele que a utilizou de forma irregular possa lograr melhor
éxito em angariar dividendos eleitorais (Bachini et al., 2022).

A privacidade, que se coaduna com o proprio direito previsto na
Constituicao Federal, também constitui elemento visado na aludida resolugéo,
sendo, de forma recorrente, enfatizada pelos érgédos governamentais que tratam
desta matéria, tais como a Autoridade Nacional de Protecdo de Dados. Assim,
buscou-se preservar os dados pessoais dos cidaddos no caso do uso da IA
sendo, por isto, em harmonia com a LGPD, firmadas regras a fim de coibir
excessos em relacao a esta tematica.

Tecidas as consideragbes acerca da regulamentagédo do uso da IA pelo
TSE para as Eleicdes/2024 mediante a edicdo da Resolugcdo TSE n.°
23.732/2024 (Brasil, 2024), proceder-se-a o cotejo das inferéncias extraidas da
categorizagao das regras atinentes a IA com aquelas identificadas Resolugao da
ONU e na Lei da Uniao Europeia. No que atine a Resolucdo da ONU, ainda que
se identifique a preocupacgao acerca dos reflexos que a IA pode trazer para as
sociedades, ela apresenta a especial intengdo de conclamar os Estados-Nacgao
a cooperarem entre si para a transferéncia de tecnologia e também para que a
mencionada ferramenta possa ser utilizada para viabilizar o alcance dos ODS, o
que sera possivel por meio do uso de IA segura e confiavel. Assim sendo, néo
se identificou, no texto da aludida resolucao, indicagcao de responsabilizagoes,
mas, em um desiderato mais global, a busca por uma atuagao conjunta e, por
isto, mais fortalecida. E, neste aspecto, que se centra a alusdo & justica

evidenciada no grafico 2.
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Grafico 2 - Resolugao da ONU
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Fonte: Elaborado pelas autoras (2025).

Noutro lado, na Resolugdo da ONU, ha pontos que se harmonizam com
aqueles evidenciados na normativa do TSE comentada nos paragrafos
pretéritos, mormente, no que se refere ao respeito, protecdo e promogao dos
direitos humanos e das liberdades individuais durante todo o ciclo vital da 1A
(ONU, 2024). Portanto, os direitos e garantias afetos aos regimes democraticos
devem ser, em consonancia com a aludida norma, observados. E por esta razao
que a categoria “Seguranca e Protecado” teve a maior ocorréncia, fator que esta
em sintonia com as trés categorias com maior indice dentre aquelas obtidas na
analise da Resolugao do TSE.

Ademais, ha, no mencionado normativo, alusdo expressa a promogao da
transparéncia, da previsibilidade, da confiabilidade e da facilidade de
compreensao no que alude a IA utilizada pelos “usuarios finais” para a tomada
de decisio, dentre os quais podem estar os eleitores. Assim, a Resolugcao da
ONU indica a necessidade de que sejam fornecidas informagdes e explicagdes,
consoante previsto na Resolugdo do TSE. Assim, a regra incorporada a norma
da Corte Superior de exigir que os artefatos publicitarios em que tenham sido
utilizados IA contemplem informacédo acerca deste fato se coaduna com as
diretrizes firmadas pela ONU.

Insta salientar, por relevante, que a ONU indica como diretiva a promocgao
de marcos regulatérios que permitam, observando o direito internacional e a

governanga nacional, a promogao da inovagao e de sistemas seguros,
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protegidos e confiaveis de I|A. Destarte, cabe consignar que tramita no
Congresso Nacional o Projeto de Lei n°® 2338/2023 (Brasil, 2023), de autoria do
Senador Rodrigo Pacheco (PSD/MG), o qual dispde acerca do uso da IA (Brasil,
2024a). Antes da apresentagao do apontado projeto de lei, foram protocolizadas
mais trés propostas legislativas de n° 5051/2019 (Brasil, 2019), do Senador
Styvenson Valentim, o 21/2020, do Deputado /Federal Eduardo Bismark, e o
872/2021, do Senador Veneziano Vital do Régo. Em 12/07/2023, o Senador
Jorge Kajuru (PDB-GO) apresentou requerimento no sentido de que o PL
2338/2023, PL 5691/2019 e PL 21/2020 tivessem tramitagdo conjunta por
tratarem da mesma matéria.

O PL 2338/2023 (Brasil, 2023), até o dia 22/05/2023, tinha recebido 6
emendas, tendo sido ainda acostado ao aludido processo legislativo, o Aviso n°
251/2024 (Brasil, 2024) do TCU, apresentando estudo acerca dos riscos da
implementacdo da Estratégia Brasileira de Inteligéncia Artificial (Ebia), bem
assim documento oriundo do Instituto Brasileiro de Estudos de Concorréncia,
Consumo e Comeércio Internacional com contribuigdes para a regulagdo dos
sistemas de |A (Brasil, 2024). E importante destacar, no entanto, que a situacéo
brasileira no que se refere a regulatéria do uso da IA nao esta distante daquela
verificada em outros paises, uma vez que além da Unido Europeia apenas a
China tem lei relacionada a utilizac&o da aludida ferramenta (Santos et al., 2021).

Este, porém, ndo é o cenario regulatério acerca da responsabilizagao e
transparéncia na Internet, uma vez que Alemanha, Franga, Canada, india,
Singapura, Uniao Europeia e Reino Unido ja possuem legislagdes acerca desta
tematica. No Brasil, por outro lado, o PL 2630/2020 que versa acerca da referida
matéria, que ja tinha sido apreciado pelo Senado Federal e passaria pelo crivo
da Camara dos Deputados foi retirado de pauta e aguarda outras deliberagdes
(Brasil, 2020).

Em outro viés, a legislacdo emanada pela Unido Europeia, devido ao
proprio desiderato a que se presta, apresenta aspectos que se coadunam com
as regras contempladas na Resolugdo TSE n° 23.732/2024 (Brasil, 2024). De
inicio, convém ressaltar que a Al Act tem como ponto central o estabelecimento

de limites a denominada IA de alto risco que é definida como aquela que

Inf. Inf., Londrina, v. 30, n. 4, p. 188 — 213, out./dez. 2025.
205



Carmen Brotas, Barbara Coelho Neves
Regulamentacdo do uso da inteligéncia artificial nas eleigdes/2024: diretivas da ONU e da Al
ACT

apresenta “riscos inaceitaveis”, os quais estao firmados, dentre outros fatores,
na implantagdo de técnicas subliminares, manipulativas ou enganosas que
maculam a informagéo a ser utilizada na tomada de decisédo, causando danos
significativos, consoante ocorre com o uso da IA nas eleigdes. Para este tipo, a
legislagao traz expressa proibicdo. Neste sentido, € possivel se admitir que as
deep fakes que foram proibidas pelo TSE devido ao alto grau de sofisticagéo e
potencial de enganar que ostentam, podem ser percebidas como enquadradas

na classificagdo de alto risco definida pela legislagao europeia.

Grafico 3 - Categorias da Lei da Unido Europeia (Al Act)

Privacidade

Responsabelidade

Transparéncia e explicabilidade

Sezuranca e Protegio

Fonte: Elaborado pelas autoras (2025).

Os meios de defrontamento das deepfakes, especialmente em
conjunturas eleitorais, exigem estratégias setoriais muito mais refinadas e
complexas do que aquelas que costumam ser utilizadas contra a desinformacéo,
quando esta se da sem o auxilio do realismo forjado e manipulador que a IA
generativa pode ter em processos eleitorais (Batista; Santaella, 2024).

A 1A que nao seja classificada de risco elevado podera ser usada, desde
que cumpridas as obrigagdes de transparéncia previstas na legislagao: divulgar
que o conteudo foi gerado por IA — “Transparéncia e Explicabilidade”, e aquela
relativa a concepgao de modelo para evitar que seja gerado conteudos ilegais —
“Seguranca e Protecado”. Estas duas categorias, consoante evidenciado no
Grafico 3, foram aquelas com maior indice na referida legislagédo, fato que
apresenta sintonia com o patamar das ocorréncias com encontradas na
Resolugéo TSE n° 23.732/2024 (Brasil, 2024)
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Ademais, € importante repisar que a categoria “Justiga”, conforme ocorre
no normativo emanado pelo TSE, se refere a preservacao da higidez do
ambiente eleitoral. Assim, a influéncia dos resultados das elei¢bes, referendos e
comportamento eleitoral mediante o uso desta ferramenta € admitido como IA de
alto risco, sendo por isso vedada pela legislacdo europeia. Na categoria
“Privacidade”, conforme disciplinado também pela Resolu¢do do TSE, estao as
regras afetas a preservacdo dos dados dos usuarios. A utilizagdo dos
dados/atributos sensiveis dos sujeitos pela IA sdo abordados em diversas
passagens do texto legal, o que também revela conformidade com o regramento
do TSE. Assim como foi em 2022, espera-se que em 2024, as plataformas sejam
largamente mobilizadas pelas candidaturas, diante da crescente adesdo a elas
por parte de politicos e eleitores. Desse modo, a Resolucdo do TSE se torna
mais um recurso de controle para o jogo politico que se reconfigura (Bachini et
al., 2022).

A par dos resultados obtidos, admite-se que ha pontos de aproximacao
entre a Lei Europeia e a Resolugdo TSE n° 23.732/2024 (Brasil, 2024), sendo
pertinente afirmar que elas visam afastar, sem refutar a utilidade da IA para
diversos aspectos, 0 manejo desta ferramenta em desacordo com os direitos
humanos e as liberdades individuais e coletivas, os quais s&o preciosos para a

preservacao da prépria democracia.
5 CONSIDERAGOES FINAIS

A ONU divulgou, em outubro de 2023, documento em que reafirma a
necessidade de atuagao dos diversos atores sociais (governantes, plataformas
digitais, sociedade civil organizada) a fim de mitigar a ocorréncia dos fenbmenos
causadores de desordem informacional: informacédo falsa, desinformacao e
discurso de 6dio. A aludida entidade realgca que eles apresentam o condao de
prejudicar a implementacdo dos ODS, sendo indicado como aquele afeto a
repercussao negativa nas elei¢des de numero 17 — Paz, Justica e Instituicdes
Eficazes.

Desta forma, quaisquer elementos que possam contribuir, de alguma

forma, para incrementar o potencial danoso da desinformacgao e do discurso de
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odio devem ser rechacgados. Este € o caso da |IA que, apesar de possuir
caracteristicas com capacidades de colaborar em diversas atividades da vida
cotidiana, também apresenta o conddo de favorecer a produgdo de
desinformacgao e discurso de 6dio mais apurada que, por esta razio, terdo a
aptidao de enganar os sujeitos de forma mais efetiva, uma vez que sera para ele
mais dificil de identificar a manipulacéo.

Esta constatagao evidencia-se preocupante quando ultimada em periodos
eleitorais, pois a partir de narrativas inveridicas e danosas, o cidadao ira exercer
o direito ao sufragio sem estar devidamente esclarecido. Este € o caso, por
exemplo, das deep fakes, as quais, repise-se, foram vedadas pelo TSE.Vale
destacar que esta preocupac¢ao nao constitui exclusividade apenas do Brasil,
tanto que a ONU emanou a Resolugao e a Unido Europeia aprovou a lei acerca
do uso da IA, ambas analisadas neste trabalho.

Em virtude da caréncia de legislacdo especifica acerca da aludida
matéria, o TSE, utilizando o poder regulamentar que lhe & conferido pelo
ordenamento juridico patrio, disciplinou o uso da IA nas Elei¢des/2024. Desta
forma, o cotejo destas regulamentacdes evidencia que a Resolugdo TSE n°
23.732/2024 (Brasil, 2024) sintoniza-se com as regras advindas tanto da ONU
quanto da Unidao Europeia, constituindo meritéria atuacdo do TSE no
enfrentamento da desordem informacional na seara eleitoral e, em
consequéncia, na preservagao da democracia brasileira.

No entanto, cabe ressaltar que, além da esfera eleitoral, a IA também
pode gerar os aludidos fenbmenos (desinformacéao, discurso de 6dio) em areas
igualmente importantes, tais como a da saude e da educacgao, constituindo esta
a razao pela qual a ONU reclama dos Estados-Nacgao a devida regulamentagao

do seu uso desta tecnologia.
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REGULATION OF THE USE OF ARTIFICIAL
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ABSTRACT

Objective: To identify the points of convergence between the regulation issued by the
Superior Electoral Court regarding artificial intelligence for the 2024 Elections and the
recent and pioneering directives of the United Nations and the European Union regarding
the use of said tool. Methodology: Simple content analysis was used and based on the
inferences reached in relation to each of these regulations, a comparative study was
carried out. Results: In conclusion, it was possible to indicate that the Resolution of the
Superior Electoral Court shows convergence with the recent regulations of both the
United Nations and the European Union. Conclusion: The study evidenced the same
line of caution regarding the use of artificial intelligence in electoral periods due to its
potential to contribute to the spread of disinformation and hate speech.

Descriptors: Atrtificial Intelligence. Elections. Superior Electoral Court. Law. Regulation.

REGULACION DEL USO DE INTELIGENCIA ARTIFICIAL
EN LAS ELECCIONES/2024: BASADA EN LAS
DIRECTIVAS DE LA ONU Y EL DERECHO EUROPEO Al
ACT RESUMEN

Objetivo: identificar los puntos de convergencia entre la regulacion emitida por el
Tribunal Superior Electoral respecto de la inteligencia artificial para las Elecciones 2024
y las recientes y pioneras directivas de las Naciones Unidas y la Union Europea respecto
del uso de la referida herramienta. Metodologia: se utilizé el analisis de contenido simple
y, con base en las inferencias alcanzadas con relacién a cada una de estas normativas,
se realizd6 un estudio comparativo. Resultados: al final, se pudo indicar que la
Resolucion del Tribunal Superior Electoral presenta convergencia con la normativa
reciente tanto de las Naciones Unidas como de la Union Europea. Conclusion: el
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estudio destaco la misma linea de cautela respecto del uso de inteligencia artificial
durante periodos electorales debido a su potencial para contribuir a la difusion de
desinformacion y discursos de odio.

Descriptores: Inteligencia Artificial. Elecciones. Tribunal Superior Electoral. Ley.
Reglamento.
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